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ABSTRACT 
The Device Placement Location (DPL) is concerned with locating the placemeat of the 
corresponding electronic device within certain existing user locations.. It considers. the cost 
parameter of the device placement location and routing users. This paper measures the reliability 
of the DPL and assigning the users to the DPL by implementing the DPLRC & DPLRC 
algorithms. In fact, our models ire similar in spirit to [26]. However, there is a striking difference 
between them In this paper, the users are assigned to .the.device locations only after measuring the 
network reliahility. The DPLRC algorithm is applied to minimize the cost of placing the devices 
and maximize the reliability of users that are assigned to the device locations. The DPLRD 
algorithm is used to maximiie the reliability of placing the devices and the demands of the users 
that are assigned to device locations. We have used the Hao-Orlin algorithm to measure the 
network reliahility. 'It is implemented to run this algorithm in 0 (nm log (nZ/m)) time. All the three 
algorithms mentioned above have been analyzed and designed by the use of UML. They are 
implemented by the use of C#.NET 2005 programming language. We discuss the relationship 
between the nodes, edges, and the effectiveness of the cost on the increase in the DPLs with the 
aid of tradeoff curves and tables. We also look at the performance of the algorithms by measuring 
the CPU time taken to find the DPLs. The results of this paper demonstrates that the number of the 
DPLs and the users assigned vary according to the total number of nodes, edges and the minimum 
cost thresholds. 
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1. INTRODUCTION 
Networks involving electronic devices such as hubs, 
switches, routers, etc are important in transportation 
and telecommunications. In both settings, when there 
is traffic between several sources and destinations, 
there are economic benefits if this traffic is 
concentrated on some nodes andlor edges that are 
reliable and cover the much number of user's demand 

of the network. An electronic device is a node of the 
network or device placement location of the aetwork 
that concentrates traffic from several sources and 
distributes it to the final destinations, or send it to a 
second device placement location, which distributes 
it to the fmal destinations. Optimal selection of 
certain nodes as the device placement locations, leads 
us to new field in networks that is called the device 
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placement location (DPL). The DPL is !mown as the 
network location problem, it is'a major part of the 
location theory [19,23,28]. In the case of network, 
the location theory is concerned with the notion of 
deciding where to place a number of device 
placement locations. The task of solving a location 
problem is termed to make a location decision. The 
optirnality of a decision depends on the specific 
problem. It is, therefore, obvious that there is a wide 
range of criterions used [22]. 

2. THE NETWORK MODEL 
A graph model used in this paper shown in 
[13,21,33] is represented by the graph theory. The 
graph theory is used to give a pictorial representation 
of any kind of relationship between entities. The 
relations can vary from being a set of roads between 
towns to .communication links between 
interc0Mected nodes. The fundamental concept of 
the graph theory is the graph which is best thought of 
as a mathematical object rather than a diagram, even 
though graphs have a very natural graphical 
representation [11,21]. 

3. EDGE-WEIGHTED GRAPH PARAMETERS 
Graph parameters represent the weight of the edge 
and/ornodes [22]. We might want pirameters such as 
the fastest or cheapest way to route a data packet 
between two computers, the best way which covers 
the maximu& demand of computers, andlor the most 
reliable way to route a data packet even after a failure 
in some ways of network. Based on the problem 
being studied, we may use some or all of these 
parameters. In this paper, they are associated with 
each pair of placement locations and specified as the 
weight of the node and edge, which joins the 
corresponding pair of nodes. Each node has two 
weights, namely cost and demand. Cost and 
reliability are the two weights in each edge. These 
weights might represent several parameters. For 
example: the cost of transporting components, the 
cost of setting up a communication link, the ti& 
required to communicate or the reliability to 
communicate between the pair of placement 
locations, the demand needed, on placement 
locations, and so on. 

4. THE ALGORITHM USED TO MEASURE 
NETWORK RELIABILITY 

We have used the Hao-Orlin Algorithm to measure 
the network reliability in an undirected graph. It is an 
implementation of the Gomory-Hu algorithm. A key 
concept of the Hao-Orlin algorithm is that of frozen 
layers. A frozen layer is a set of nodes or edges in 
which different layers are distinct. A node is frozen if 
its edges form a new frozen layer, otherwise it is 
alive. We denote, the set of frozen nodes by F, the set 
of frozen edges by Q and the set of alive nodes by A. 
Initially all nodes are alive. When gap relabeling 

discovers a set of edges disco~ected from the source 
(or s ~ ) ,  these edges form a new frozen layer. This 
layer is put on a queue Q of layers [4,10]. It is 
implemented to run this algorithm in 0 (nm log 
(n21m)) time. The main reason behind choosing the 
Hao-Orlin algorithm is in [4] on experimental study 
of recent minimum cut algorithms. Tbis algorithm 
has been chosen to conduct experiments on 
evaluating the relative performance of minimum cut 
algorithms. It has been proved that the Hao-Orlin 
algorithm has the best performance. More details on 
the Hao-Orlin algorithm can be found in [4,10,16]. 

5. THE DEVICE PLACEMENT LOCATION 
In this section, we show two algorithms to find the 
device placement location (DPL) and an assignment 
of users to device locations. It is based on Hao-Orlin 
algorithm that takes into account some parameters of 
the locations, such as the reliability, cost, and 
demand. In other words, we aim to fmd a set of K- 
nodes, kom the given set of N nodes, which 
constitute the device placement location. As a result, 
the reliability parameter of this location is 
maximized. The demand of each customer is the 
greatest assigned demand of this location, and 
combined cost of placing the device placement 
locations and users to their assigned device locations 
is as minimum as possible. The algorithms assume 
that all nodes are fixed and perfectly reliable. Each 
pair of nodes can be connected by a single edge. The 
system fails if any node is not ~OMected, through 
some path to any other node, i.e. the network does 
not form at least a spanning tree. The number of 
devices to be placed is not fmed. 

5.1 The DPLRC Algorithm 
The basic concept of the DPL with Reliability and 
Cost (DPLRC) algorithm is very similar to the 
minimum cost r-rooted 2-height spanning tree 
method [26]. However, there is a little dBerence 
between them. The former computes the minimal 
cost of the device placement location, considering the 
fact that the reliability of the device placement 
location is maximized. It means that the reliability 
measures between placing the device and routing the 
users to their assigned device locations is possible 
with the aid of the Hao-Orlin algorithm. In the latter, 
the path between the place of the device placement 
location and the farthest node is at most two edges. 

B D 

Fig. I: The 6- Node Graph 
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5.1.1 THE ALGORITHM DESCRIPTION 
Let us assume that a given graph G has a specified 
node 'r' and it is joined to all the other nodes, setting 
CN= fu, Fig. 2. The algorithm divides the nodes into 
two collections: a total assigned collection and a 
partial assigned collection. Ah r-rooted n-height 
spanning tree of G is a spanning tree T that clearly 
corresponds to a solution for the device placement as' 
follows: 

r 

Fig. 2: Solutions for the device placement location 
for example in Fig. 1 

The nodes at height 1 correspond to the nodes where 
the devices are placed. The node 'u' that is at height 
n from the root in the tree corresponds as follows: 
Let c be the minimum cost of linking u to an existing 
node, that has a device location, and fu is the cost to 
place a device at node u. If c < fu, then it is possible 
to measure the reliabihty. Iff$> maximum reliability 
threshold Ro), the node u is assigned to an existing 
node that has a device location as total assigned and 
put in the total assigned collection; othenvise, it is 
assigned to an existing node that has a device 
location as partial assigned and put in the partial 
assigned collection. When the algorithm detects a 
node placed at a new location, the partial Collection 
is tested. 
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Figure 3 depicts the example of the process of the 
algorithm suggested in Figs 1 and 2. It also shows the 
solutions for a graph that consists of six nodes and 
elght edges. In Fig. 3, a node with a circle contains a 
device, and the bold edges are used in the solution to 
service nodes. For the spanning tree model, the bold 
edges are the edges in the solution. In this figure, 
nodes A and E serve node B, it is also partially 
assigned to nodes A and E with maximum 
reliabilities of 0.50 and 0.40 respectively. Other 
nodes are totally assigned to nodes A and/or E, with 
their reliability greater than the maximum reliability 
threshold (in this example the maximum reliability 
threshold is 0.5). 

- 
C E 

Fig. 3 The example of the process of the algorithm 
suggested in Fig. 3.2 

5.2 THE DPLRD ALGORITHM 
To ensure that demand at different users is satisfied 
to a given placement locations service, network 
design models usually include cost, demand, distance 
and/or reliability as Service requirements [24,28]. 
The service requirement is often represented as the 
minimnm cost between the user and demand 
location. It may be represented also as the maximum 
reliability with demand, which is defmed as "the 
probability that a required demand can be supplied 
from source to sink through the multi-state links" 
(Jose E. Marquez, David W. Coit, and Michael 
Tortorella 2004). Generally, the algorithm used to 
determine the DPL using reliability and demand may 
be formulated as follows: 

Fig. 4 The formulating of the DPLRDP algorithm. 

In Fig. 4, x l  ... xn denote the nodes of graph G, Snl 
... ,9113 denoted to the nodes where the devices are 
placed (the device placement location), and Csnl ... 
Csnl3 denote the cost of the device placement 
location. 
5.2.1 THE ALGORITHM DESCRIPTION 
This algorithm is based on a given graph containing a 
set of N nodes and a set of E edges. It also includes 
some parameters such as i) a set of Di specified 
deinand pattern at thepode i, where i=l . . .n, ii) a set 
of specified reliability values at each edge rij, where i 
and j=l . . .n and iii) a set of Ci specified cost pattern 
at the node i, where i=l.. .n. The algorithm chooses 
one node as a starting node (device placement 
location) Sn, which can contain the maximum 
number of demand users Di. The user u that satisfies 
minimal demand Du with Sn is added to the next 
starting node set. The assignment of node u to the 
starting node Sn is with the maximum value denoted 
as DuXRxs-u. The algorithm processing will be 
finished when the total cost of the starting node set 
Csn exceeds the minimum cost threshold CO. The 
nodes in starting node set correspond to the nodes 
whefe the devices are placed (the device placement 
location). 



6. DESIGN OF OUR SYSTEM 
The device placement location consists of three 
modules, namely Hao-Orlin algorithm, the DPLRC 
algorithm and the DPLRD algorithm. Hao-Orlin 
algorithm can be executed, either separately or 
jointly with the DPLRC algorithm and the DPLRD 
algorithm. We have adopted a graphical notation 
known as UML [9]. It is describing the system more 
precisely than English is, but less detailed than 
programming code. Our system is divided into two 
groups of UML diagrams. The Use Case diagram, the 
class diagram and sequence diagram. Fig. 5 depicts 
The Use Case diagram of our system. 

DPI. qyrntn 

Fig. 5: The Use Case diagram for the DPL system. 

7. TESTING THE SYSTEM 
In recent years, the unit testing process has become 
more popular and more stmctured than before. In 
computer programming, unit testing is a test (often 
automated) that ascertains whether or not the 
individual units of source code are working properly. 
A unit is the smallest testable part of an application. 
In object-oriented programming, the smallest unit is a 
method, which may belong to a baselsuper class, 
abstract class or a derivedhhild class [I]. We have 
used the Unit Testing Support of Visual Studio 2008 
to test the classes of our system With the aid of the 
Unit Testing support, it is very easy for developers to 
create, execute and repeat unit test cases. 

8. RESULTS 
We will test the DPLRC and DPLRD algorithms 
using the three network examples. The first two 
networks are the 13-node set which can be found in 
[14,26] and the 30-node set which can be found in 
[15]. The third network is an example of the 125- 
node set, which is used to experiment witb the 
synthetic data. 
In this paper, we show only the results obtained for 
the DPLRC & DPLRD algorithms with the synthetic 
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data (Tables 2 & 3). In order to test our algorithms, 
we randody generated 26 instances on 125-node 
network for each algorithm. We start the synthetic 
data experiment with a network whose sue is 50 
nodes. Later, the same is repeated with networks 
bearing 75, 100, and 125 nodes. The.transportation 
cost Cij weight is randomly generated in the interval 
[ZO, loo], the reliability of edgesisdistribute,d in [0, 
l];and the demand Di and fixed cost Ci weights are 
randomly generated i n b e  internal [50,200]. Tables 1 
and 2 summarize the fmal results obtained for the 
DPLRC and the DPLRD algorithms respectively, 
Tables 1 and 2 summarize the fmal results obtained 
for 'the DPLRC and W D P L R D  algorithms 
respectively. Both these tables share some common 
characteristics: i) the #Nodes column gives the total 
number of nodes in the network ii) the column 
marked # Edges gives the total number of edges in 
the network. iii) the column marked #DPL gives the 
total number of the device placement locations. iv) 
the column marked CPU Time gives the total number 
of CPU seconds required. 
In   able 1, the column marked #TC gives the total 
cost of the DPL. The numbers of the total and partial 
assigned users are shown by the columns marked 
#TA Users and #PA Users. . , 

In Table 2, the column marked #DPL with the cost 
threshold gives the toGI number of the DPLs whose 
minimum cost thresholds are set to 500, 800, 1500, 
and 2000 in columns C-thrl, C-tlirZ,C-thr3, q d  C- 
thr4 respectively. 

Table 1: The final result of the DPLRC Algorithm 
for synthetic data. 
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Table 2: The final result of the DPLRC Algorithm 
for synthetic data. 

m mbardrdpe9 

lken!mkrdXdeS +50+7S r - iQO-X- I25  L - - 
Fig. 7 The DPLRC algorithm for the synthetic data 

experiment (Number of edges vs. DPL) 

I 

9. DISCUSSIONS OF RESULTS 
In this section, we discuss the relationship between 
the nodes, edges, and the effectiveness of the cost on 
the increase in the DPls with the aid of the tradeoff 
curves and tables. However, from Fig. 6, we can see 
that if the total number of nodes increases, then the 
number of DPLs. From Fig. 7, an increase in the total 
number of edges leads to a decrease in the number of 
DPLs. 
From Fig. 8, the minimum cost thresholds influence 
the DPLRD algorithm. 
Figures 9, 10 and 11 given below illustrate the 
performance of the DPLRC and DPLRD algorithms., 
We measure the CPU time taken to find the. DPLs 
when we increase: the total number of nodes and 
edges. From Figs. 5.6, 5.7 and 5.8 we learn that the 
CPU time increases if the total number of nodes and 
edges increases in both algorithms. 

l n e  number oinoder 

Fig. 6 The DPLRC algoritlnn for the synthetic data 
experiment (Number of nodes vs. DPL) 

C 
MO 8W 15W 20W 

me Coat a i  OPL 

+WMes&75Nxln-r-lWMid-i~Me 

Fig. 8 The minimum cost thresholds influence on the 
DPLRD algorithm. 

I 50 75 1W 125 

Tho number of nodes I 
Fig. 9 The synthetic data experiment (number of 

nodes vs. time) 

I 5D 70 RO 1W 120 1 M  2W ' 

The 91uelberof edges I 
Fig. 10 The synthetic data experiment (number of 

nodes vs. time) 
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