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ABSTRACTt

The concept of network diakoptics (tearing) is reviewed,
The basic equations for this approach have been derived using
circuit theorems. A method for tearing large scale networks
called "dissection” ls adopted. An algoritham based on this
concept is derived.

The solution algorithm is well suited for parallel compu-
tation, Parallel processing offers solution time proportional
to logyN comparod to N with serial computation. Potential adve
antages are explained, Possible improvements are also mentioned.,
1. INTRODUCTION:

Solution of large sets of sparse simutaneous linear equat-
ions of the form A x a b occurs frequently in various areas of
engineering, particularly in electiric power systems. As power
system networks grow in Bize &nd complexity, the need for a
superior solution technique is always and will be an open pro-
blen.

Diakoptics, or plecevise method of analysis, is one .§
to achieve this task, This method was originated by Kron'l
in the early 1950's, Kron's method was based on orthogonal
network theory. The basic idea is t0 analyze an electrical
(or mechanical) system (or & schematic topological model of
it)by tearing it into & number of subdivislons (areas), This
is achieved by removing some few olements or tearing some fevw
" nodes, The solution for the entire system is then obtained by

analyzing each subdivision together with a set of equations to,
include the effect of the removed parts, Happ(ZoJ) and others

have recently extended and clarified the original obscure work
of Kron,

In the 1960's, Tinnsy and his co-workers, ia & series of
publications(5,6,7), have introduced the concept of network
sparsity into power systems' solution methods, They did actual=-
ly improve the execution time and storage requirements for solve-
ing the entire interconnected system without tearing.

Phe outhors are lecturers at the Dept.of Blect, Power and Mach-
inee Engineering, Faculty of Engineering, University of El=-
Mansecura, El-Mansoura, Egypte.

Mansoura Bulletin, December 1978,



E.158. Bl=Konyaly et a).

However, the recent developments in computer technology,
{.e. the advapt of parallel processors and the concept of on-
1ine control{®) have once again enhanced the idea of solving
networks by tearing.The purpose here is two-fold: improvement
in the execution time and the efficient use of parallism in
computing elementis. This is particularly very important when
the solution time is a critical factor, 1.,e. on~«line appiicat-

icons and ti?e consuming problems like stablility and sensitivi=-
ty analysis 9.

The paper goes along with this line of thoughts., First,
the basic diakoptic equations are reviewed., 1Its potentia]l |
disadvantages are discussed., Then, & tearing method to sect-
ijogalize the large system into pieces is introduced, The
golution algorithm as well as the parallel computing layout
are given, Potentia)l advantages and possible improvements are
alao discussed,

2. Basic Diakoptic Equations and Network Bus Admittance Matrixg

The geomaetrical structure of a network can be described by
replacing the network components by & linear graph. For a net-
work with no mutual coupling between elements, the primitive
impedance matrix, as well a8 the primitive admittance matrix,
contain only diagonal elements. Tha connectivity between net-
work(branches and nodes are expressed in the incidence matrix
[AT 10) ~

The matrix A for the network of Fig.(1), can be partitioned
into two submatrices Ar and At as follows:

[AJ= [Ar E At] sessccses(l)

vhere r stands for remaining elements)
t atands for torn elemsnts.,

Similariy, the primitive matrix y can be partitioned into

Y. 0

[y]: covesnaea(2)
0 I

Kirchhoff's current law and Kirchhoff's voltage law for the
torn network take the following formi

1 ooooaoooo(})
y RN (Y
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A ‘ir +* At 1t = l ac-ooo'oo(S)

T
ir = yr Vr = yr Ar ! | -.......-(6)
i c Yy v =y AT V'] lo-o-oloo(?)
t t ¢t t Tt -

v and vt are voltage vector across slemants;
§ and 1t are current vector through elements;
T denotes transpositiong

¥ 1s the vector of bus voltages; and

1

is the vector of the injected bus curreants of the
complete network,

Substitution of (6) into (5) gives

T
AL ¥ ALY 4+ A, L = 1
ors s
Ir ! + At 1t = L .--......(8)
From (7)3
T -1
Ay L=y 4
=Zt it
ors T N 0
At ! - zt t - ....-...o(9)
- "1 .
gy, = ¥y
T
Yr = Ar yr Ar 2 Y=bus for untorn netwvork

In matrix form, equations (B8) and (9) are written as;

., o) (el [1]
B ouoooooo(IO)
T
ft -Zt _1t LO ]
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Equations (10) can be generalized for a sections as
follows

L5 ’ t1 vy !
Y A v I

2 t2 2
i . L] b 02
Yz’ . . .

| ... : : = : oooo-too(ll)
Yn Atn vn In
T T ) T .
Atl AtE oosoo Atq -&t 1t 0
I

In its ?rogent form, equation (11) has been treated by
many authors‘ll) and still getting much attention because of

its special structure, i.e. the system is semi-coupled. Speci-
al technigue for solving this system may result in a greai sava-
ing in computational time. It should be mentioned, however,
that using diakoptic approach to arrive at this form does not
offer specia)l advantage, from computational point of view, for
most practical systems. One factor which makes the diakoptic
algorithms less efficient is the large number of toran elements.
It is desired, in general, to partition a system into severaj
areas, 80 that parallel processing, i.e. solving the subsystems
together at the same tinme, can efficiently be performed.

Partitioning a system into several areas means tearing many
slements. This results in a large corner of the diakoptic equa-
tion matrix, This in turn results in lots of operations and
.ess efficiency for diakoptic algorithms.

The diakoptic approach, Lowever, can be made superior to
the direct compuzational methods in & Network containing one or

nore large loopsil2), Another unique feature is found in anali-
:ing certain non-linear networks(13),

The obvious remedy for the diakoptic method is a tearing
tathod which offers the same special structure for the system
yquations and at the time reduce the corner blocks to a near
inimum. The next section adopts what so called dissection
.trategy(l#) to decompose the system ianto the suitable fomefor

varallel processing and at the same time offers am efficient
rxecution time.

« Natwork Tearingi '

The direct solution of large scale ?gtworks has been imp-
oved by using Tinney's erdering schemes ), 1In short, those
chemes are designed to explcit the sparsity siruoture of the
-~bus and ordering nodss s0 that the number of generated ele-
rents during solution by Gaussian elimination is kept to a near
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minimum. A spaecial ordering subroutine capable of segregating
networks by areas can really decompose the system. However,
the logic to achieve this task has proved to be difficult.
Moreover, the whole sysetem has to be read into the computer
memory to start segregation,

It has also acknowledged that matrix bandlng(ls) can be
used to partition the system. The purpose of matrix banding
is to locate the non-zero elements near the major diagonal so
that thess entries can be stored in the computer memory in
place of the entire matrix. However, 8 non-oriented matrix
with scattered off-diagonal entries cannot be partitioned
efficiently. Removal or renumbering of some nodes does not
guarantee a partitioned matrix. A thorough and quick search
process is therefore required to ensure true partitioning.

A banded matrix facilitates partitioning without lengthy sea=-
rche This method of partitioning loses its advantage with a
continuosly structurechanging system like power networks.

An elegant and moreover efficient way of tearing can be
obtained by adopting the so-called dissection (see the Appen-
dix) .This method possesses both speed and efficiency even if
there is a substantia] number of interconnecting subsections.’
A proposed dissection strategy for power system networks is
illustrated in Fig.(2). By removing the nodes, interconnect=-
ing the subsections and numbering them last, we may achieve a
very efficient overall solution strategy. The use of interac-
tive graphics(l during this dissection process can help
identifying the tearing points.

The power of this method lies in the fact that identify-
ing the initia]l subproblems exploits the physica)l structure
of large scale systems. In eleciric power systems for example,
a large power flow involves the interconnection of generators,
loads and large network made up of areas connected by interties,
Diagsection through the interties actually performs tearing.

4, Equationa Organieation and S8clution Alggrithm:

The most crucialrstep in the analysis of power systems is
the solution of a set of linear equationst

A x=0D> oooococ-(lz)

vhich arises in load flow, state estimation and stability ana-
lySiSo

The proposed generalized dissectlon straﬁegy decomposes
the system of Fig. (2) into the following form.

B = .

i Y3 o ®
Yaz Yg} xz ‘= 2 ou-ooooo(l})

Yl | Ygp [Y33 Lx.’} by
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where
!11 is the Y-bus of area i with the boundary nodes
removed (level 1 in Fig., 2), and
Yij is the Y=bus of boundary nodes.

1t is noteworthy that, in the absence of mutual coupling
between elements these Yi's can be constractod by simple logical
statements.

The solution of these equations can be obtained using LU
factorization., However, for enhancing solution time, especially
for on-line applications where time is & crucial factor, or in
stabliity problems in which the solution time represents the
most inefficlent step in the solution sequence, parallel compu=
tation seems appropriate.

The following algorithm requires as many processor elements
as many (areas + 1)« The idea behind the proposed algoritha is:

Jsing equation (13)
Yll xl + Yl} 5 s b ooo!oooo(l")

S | -1
xi = !11 bl !13 15 cesceceslls)

' -1 -1
= 1 = !li b1 Yii !1'n+1 In+1 -.....(16)

where n is the number of subaystems.

Tharefore

in general,

Por the lower border matrix of eqn. (13)

4 2
- ' -
(Ysj Z Yi) x’. = b3 Z bi --oo.o(l?)
i=] ial
vhere - -1
Yi - Yn-rl.i ii Ii n~-1
b = ¥ =l

i n’l.’- i i

fquation (17) has tho ggneral forn

n
(Yn+1' nel - Z ) ln 1 = bn’l - Z bi ...-.(18)
ial ia}

'c solve equations (16) and (18) efficiently, the algorithm
roceeds as followss

- Bvery processing element performs LU factors on one diagonal
block together with its borders.
. = The lower corner block is factored as follows.

Yn#l.n#l . Ynfl.n#l * Z_ I‘n,’,l'i ui'n+1 .l.lll(lg)
iz]
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ia ar factors of the bordered
vhere Ln*l.i and Un+1,1 are triangular c

blocks of the subsections. NOTE thai, the product of equation()8)
is not required since Yn+1 nel can be updated using multipliers
)

available in Ln+1,1 and Ui,n¢1 from each elementry processor,

3« After factorization is completed, X,,;is computed first and
then X's are computed in parailel according to equation (16).

Careful data manipulation and use of sparsity techniques
for storing and processing, can result in a very efficient imple-

mentation., The proposed parallel computationilayout is illustr=-
ated in Fig.(3).

Example

Consider the partitioned system which may be represented
by matrix A, vhere

%11] *12
821 %22 226
i 33| *34
A=
43| "4 | %15
B4 [| 255 | 56
B2 865 | B66
The proccesaor for area 1 factors
11| 12
821] %22 826

862
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inteo the following LU form

1
11 u
12
121 122 1 UZG
T62
where 111 = all 121 =
a
Y2 * T, 122 - 13 Y
a
6
U = a2 1
26 }122 62
The proceasa} for area 2 factors
B33 | 30
8,5 | a4 | %45
® 54
into the following LU form
| U
133 34
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where 133 = 13} 143 = 143
S34
U3 ® 7 Ly = %y = Lz Ugy
33

145 a2 ‘45 / 144

15"_ a 154
- *s5 | *se
At the same time the processor for area 3 updates to
%65 | %66
%6
. s4 | 1ss Yus
. lga les | g6 1 Use
|
vhere

lgg = 8g5 = lgy Uyg

lgg = %¢6 = lea Vae “ l¢s Uss

At this stage the factorization is completed, Iy is calculatsd

first, then the other two processors continue to compute xl and
. 5 simultanecusly.

%, DIBCUBSION

. As & matter of fact, merial processing ia the same for
Aroa oriented and non~area oriented matrices with Vhe exception
that, for non-area oriented matrices seria] processiag(methods
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not requiring explicit ilnversions) requires & few less operat-
ions. Therefore, area oriented matrices are advantageous if
perallel processing is used. On the other hand, serial comput-
ing is not an efficient process for use on the new stng}c inst-
ruction stream multiple data stream computers (8ImMD)‘l that
are capable of psrforming many simultaneous operations. The

proposed algorithm seens appropriate for this type of computing
machines. .

From the point of view of speed, the standared solution time
is proportional to (n+l), while the time for the proposed algori-
thm is proportional to log,{(n+l). There will be, however, some
delay because of the brond%astins for updating the lower corner

btocks Nevertheless, careful programming practices will bring
this problem to & minimunm.

6+ CONCLUTIONS:

A dissaction tearing method offers the possibility of tea-
ring a large scale network into subsections to enhance computate
ion time., The method deals directly with the sparse Y-bus and
does not dea] with the network diakoptics egquations.

An algorithm has been devised. The solution time has been
enhanced to logy(n+l) compared with (n+l) for serial computation.
The method is well suited to the new generation of computers whi-
ch offers the possibility of performing many simul taneous opera-
tions. It has been also mentioned that broad-casting and updating
the border block may causs some 3xecution delay.

The results of this paper stimulates other research topics
including searches for other decomposing principles, analysis of
numerical stability of these algorithms, minima)l time for the
solution and minimum parallism needed to solve thenm.
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APPENDI X

Dissection technique has been proposed to enhance computation
in numerica)l algorithms of partial differentia)l equations. The
descritization process in case of a two dimensiona] problem results
in the grid of Fig.a. The algorithm essentially sub-divides the
grid and eliminates separately within the subdivisions before eli-
minating the subdivision bLoundarjes. The elements ars eliminted
in the order shown in the figure. The method as shown is called

nested dissection.
x . x L'vgl 3
. Level 2

Leve] 1

A
y

= X \MJ/ X Level 3

Fig., a.Nested dissection .

Dissection, howaever, does not have t¢0 bs nested to be useful.
This 1s evident from Fig.b. It would be usefu]l to first dissect
along the lines shown and to eliminate independently with three
.ragions(:) before completing the decomposition with region
In general, the best dissection will be done by examining the
original structure as explained in the text.

| <Y

@

®

Fig. b, An irregulérly shaped region
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