E.B2llansoura Bulletin Vol, b6, lo. 1 June 1981.

OPTIMIZATION OF GOVERNOR PERFORMANCE
USING FEEDFORWARD CONTROL PHILOSOPHY
BY

A. El-Dosouky

ABSTRACT:

- ——— i ———

In this paper 8 technique for parameter adjustment of
feedforward path controllier is introduced. Tne adjustment
procedure uscs information contained in tne sensitivity of
the system outputs. Adjustable parameters of major concern
are those which will force the system responses towards
their steady state vealues. The method offers the possibil-
ity of site adjustment on real plant without prior system
identification. Adjusting the parameters of a simplified
model power gsystem has been investigated.

1., INTRODUCTION:

Optimal and suboptimal control proved to be powerful
and elegant in dealing with problems of linear control the-

ory specially for multi-variable systems(l’z).

However,

the application of techniques used in sucn control systems
to Pactual™ systems requires adequate identification of

the system to be controlled, so that the design and settings
for s mathematical model of the system will be applicable

to the real system itself. Suchh identification, however,

is generally a formidable task specially for practical

gystem.

An alternative strategy has been suggested by Ibrahim(B).

Improved Sensitivity method, for the optimisation of synch-
ronous generator excitation system through the adjustment
of tne variable parameters within the controller is achieved.
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The method has been presented with a controller in tne feed-
back path. It has been shown(4) that the method is capable
of producing settings for the feedback parameters in similar
fashion to that of the conventional optimal and suboptimal

techniques. In addition the method offers these advantages:

i) explicit plant identification is not necessary;

ii) in general the technique is gimilar to that used by
plant comissioning engineers involving a series of
tests and parameter adjustment steps;

iii) information can be provided on the effects on time
responges of proposed parameter changes;

iv) undesirable oscillatory modes can be suppressed as the
adjustment process proceeds by adjusting the relative
importance of the output variables (cf. weighting mat-
rix of optimal control) giving & time domain equivalent
of dominant eigenvalue ghifting in some optimal control
schemes(5).

An alternative or in addition to the feedback contro-
ller, it is possible to introduce phase compensation net-
works into the feedforward paths of tne controllers, to
introduce the required amount of phase shift. This phase
shift will most effectively damp any oscillations. Feed-
forward controller can be effectively used in the governer
loop to increase the damping of the turbo-slternator, and
thus increase its steady state operating range. Adjust-
ment of the parameters of this feedforward controller is
often needed, so that it must be capable of supplying suf-
ficient deamping, to ensure dynamic stability. At the same
time this control also affects the transient performance,
This sdjustment can be done by the use of frequency response
tests, carried out on simulations of tne system, ag guide-
lines, and then "™tune" the controller on-site to obtain the
final gettings.
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There is no guarantee with this approach, that the hopefully
improved response is necegsarily the besgt possible response
of the system. The main goal of the present work is the
introduction of a sensitivity technique suitable for adjus-
ting the parameters of the feedforward controller in an
optimum fashion. A practical system is used for illustra-
tion.

2. IMPROVED SENSITIVITY METHOD:

d(4) requires only infor-

The improved sensitivity metho
mation about the output of the system. Perturbed output are
obtained using a step signel at the controller reference
input. Sengitivity functions are then expressed in terms of
these perturbed outputs. These functions are used in predic-
ting optimal settings for controller parameters. The equations
which deascribe the model system with a controller in the feed-

back path, are:

yi(s) = Wi(s) e vieg) for 1 &£ L& 0 PR 4 5
a i
vig) = Kr/s - :E;. Kj & yj(sj PUPRRP - 3
Jj=1

where ¥y is the ith state variable,

W, is the ith transfexr function relation yi(s) to v(as)
v is the single input control,

Kr/s is the step disturbance of magnitude K,
K. is the jih feedback parameter, and
8 1is the laplace operator.

A quadretic system performance index is defined as:
oo

n
Jd =k j[z (Fgi = ¥3) Qypy = ¥3)+(ve-v) r{ve-v) ] dat
o i=1l

ceoar k)
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where Ip and vy are final values of the system output and
input, and Qi and r are weighting factors. The
sensitivity method computes the feedback parameters
K so as to minimise the performance index J when the
system is started from zero initiasl conditions (y0=0)
and permitted to settle to steady state conditions at
which y is Yoo

Substitution of equation (2) into equation (1) gives:

wi(s) Kr/a

n
7 +ZKJ' Wj(s)
J=1

From our previous experience in designing feedback contro-
ller(4) the step size Kr would be defined ass an appropriate
function of the feedback parameters. It takes the following
form: n

Kr =1 + E Kj ij ~eddw(B)

This particular choice will meke the feedback law

--..0(4)

yi(s) =]

equivalent to the one calculated using classical optimal
contrel method, however with tihe advantage of on-gite
adjustment. The sensitivity of variable ¥ with respect
to parameter K. is then expresgsed as follow:

3
y Y. W. (s)
R e il o 2 ). K /6 +
J 73K, Ky 1 <KW (e) ®
"J : Z K¥,
j=1
17/ Wi(s) ’bgr
F r-bK 01000(6)

2 i
s B Z Kjwi(s)

3=1
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For computational purposes this equation is reformulated in
sampled data form as:

Ji 1 X yi( p.o%)- yi(ﬁ-l). at)
S, (X - at)= — = _ )
Jd T %

=1
vyl Y, ot - (. At)]+

. yf‘.yi(xf.nt)

r J

veudalT
Where:
ﬁ = number of samples
Ot= sampling interval
yi(o)= 0 for 1 ix n.

It should be noted that the accuracy of the sensitivity
function, equation (7), depends upon the value taken for the
time interval At. The samller this value, the higher is
the accuracy. On the other nand, the choice of a very small
time interval makes the use of this algorithm costly in
computer time. A value of 0.02 second for &t is found suit-
able.

Hjk it has been shown'®’ that the sensitivity functionms,
given by equation (7), can be used to calculate the feed-
back parameters Kj for all j.

3., SENSITIVITY PUNCTION FOR FELDPORWARD-PATH CONTROLLER:

o ——— i — S I U A S S S e S o S S e A e S A S e P Vel S g S g ey e S S A o B S —

The model system with a controller in the forward path
is phown in Fig.(l). However, this schematic diagram diff-
ers from the conventional feedforward controller in that,
its parameters is adjusted on-gite based on sensitivity
measure equation (7). Moreover the design procedure does
not require prior knowledge of the parametric structure of
the controlled system. This point offers great advantages
when we are dealing with a large scale system like a power
plant.
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Element of Fig.(l) are:

c(s,cxj) j =1, m is a controller with m adjustable
parameters,

W(s) is unidentified system whicn is
being controlled.

l, n is the resultant change in tne ith

yy(s)i
output.
Gi(s) is the transfer function relation
T(s) to y;(s).
V.(s) 1is a step disturbance to tne cont-
roller reference.

Kr is a scaling factor.

The following relations can be easily obtained from
Pigure (1);

E(s) = Vr(s) - yi(s) S kar
yi(s)= E(s) C(s, aﬂj) Wis) Gi(s) & gl g b LR
Vr(s)= Kr/s : P el (1)

Using equations (8, 9) and (10) we obtain;
W(s) C(s,a(l) G, (s)

K./s RO L

y( )=
18 1l + C(s, o<j)W(s)Gi(s)

The sensitivity function of the state variable Yi with

(4)

regspect to the adjustable parameter c%ﬁ is defined as

‘5’1 e VW(s) C(S’“j) Gi(s)
S < Kr/S thﬁ (1 + C(s, “5) wis) G, (g) %
’ i
W(s) Cls, x4) G;(s) i WA ST 4 by
1+ C(s,e¢5) Wie) Gy(s) 2%

Since the controller function is to iumprove the dynamic
response of the system due to unpredicatable changing
conditions a propper form would be:
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<
l + s 1

o<
1l + 8 2

C(s, Q(J) -

Using this form of controller the final values of the system
responses are fixed for all values of the adjustable para-
meters o<, and ¢<é therefore the scale factor K. is constant
rather than a function of the system's final values. Then
the second term from equation (lz) is vanished and tine sensi-
tivity function becomes;

¥4 v W(s) C(a, o¢y) G, (s)
de = K./» ot (= C(s, X3) W(s) Gi(s)) I 4 % L
- K/s 1 + Cls, o5)W(s) Gj(s) W(s) G;(a) ; C(s, o) L
{1 + C(s, oy) W, (s) Gi(s)]2 D o
W(s) C(s,%y) G{(s) W(s) DC(s, =)
[ 1 + C(s, “;j) Gy (s) Wi(s)]:z ; 3 D(j
K W) Uy (s) - Bols X)L

2 i
* [1 + W(s) C(S,D(j)(}i(s)] ’ba(j

Equation (14) can be rewritten as a function of the system
output ss;

ko Yi(s) . °
M1+ u(s) Cls,%,)6(8)  Cls, ) O

C(s, QB).(lS)

. Moreover, from Figure (1), the error signal
K 1
E(s) = —=£ « aa WELEY
s 1 + W(s) C(s, CKE) G, (s)

Substitution of the error equation (lb) into tne sensitivity
equation (15) gives;
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e 1 E(s) e
5 1 = X ¢ q')

Where, J = 1, 2
If we define & new function Fj(s) ag

1 QC(S: o()
Py(s) = 2 NPT 0

J

We can call the sensitivity signal for parameter cxj as,

Z oy = E(s) Fj(s) AR i
Therefore the sengitivity function to parameter a(j is given
by:

Ii
8 = {s) = 6 e Fa kBN Sty La) T
. k 1 dJd

j iy

The inverse tramsform of equation (1Y) is given by:

t
Y5 1 d h =2
S - (t) = " ra ¥ (T ‘{‘“j (= ST s aai20)
9% r .

Which, in sample data form, becomes

3. Y

%{; (¥ %) = (l/kr)Zyi(‘B. 88). L og( Yo b= . AL).AY
B=1 e o
yi (B.nt) - y; ((B-1).n%)

Where yi(B s At) = .
D

4, Problem Solution Techmnique:
The output response yi(t,o(+ &} due to change & o in
the parameters ® is related to the original response before

the chenges occur, yi(t, ¢ ) by the equation:
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n
; , al a
Fyltyy + 3 yi(t, o )+ T3 B L (22)
J=1

Substituting the definition of sensitivity used in equation

(b) yields;
n

Y5 ;
yi(t, o(j + -‘-'>°(j)= yi(t,a-(j)+ Eboﬁ. So(_ (t)+ Ry, v3avat23)
3= y

Where, Hyi is the residual corresponding to higher order terms.

Given that the sensitivity functions are known, the
approximate changes in the state variable response due to
change in one or' more of the parameters can be predicted.
Thegse functions will be used here, however, to permit tne
estimation of the parameter changes which are necessary to
alter the response from its present form towards its final
form "yf". Ideally the i-th final value yfi is accomplisned
by making the parameter changes a:m% for all j giving

n
¥y
i ZE b 3 «
i.e. yfi = y; (%, a-s’j) + & Ao(j b‘x. + Ry, () it oo ldd)
J= J

It is then possible to choose all & o g0 as to minimize
Ryi(t). Minimisation of Hyi(t) is possible in tue integral
leaat squared error form given by equation (3). The mini-
migation index can therefore expressed as:

T n
J=1/2f E qi[Ryi(t)]2 at
] i=1

R n ¥
: ; :E =4 .
i.e. 4 = % J E Q [(yfi - yi(t, J.))--- b"‘j :f 8% .o (2
o i=1 j=1

5)
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or alternatively in the discrete form as:

bl

ol | y :
J =% E ZQJ-_ (yfi-yi(B. D))= ZSi(B. At)] At

: . 3
=1 =1 =
P > ? Gk e e RO

It is then possible to minimize the performance index
J with respect to the parameter changes j by differenti-
ating J with respect to each of the parasmeter changes in
turn and equating the derivatives to zero, i.e.

g/ f‘oxj = Q0 for 1.\<j<n s s AR

This constitutes a set of simultaneous equations. Solution
of this set renders the necessary changes in tne controller
parameters. - Implementation of these changes on the system
improves the system charactieristics. The process is iterated
until equation (27) is satisfied.

5. IMPLEMENTATION OF SENSITIVITY YECHNIQUE:

For the purpose of this study a nonlinear model of a
synchronous machine supplying an infinite bus with voltage
voo through an external reactance Xe is used(6). The field
voltage of the machine is modified by an automatic voltage
regulator and exciter. The model ig described, along with
the appropriate parameters in Appendix I. The steam valve
and governer model fitted to the test set is typical of a
modern electro-hydraulic governer. The system also, includes
& cascade compensator. However, tne performance of the com~
plete set is unsatisfactory. Therefore tne proposed technique
as explained in the previous section is used to obtain the
optimal.setting of the cascade cowmpensator parameter in order
to improve the dynamic stebility of the system. A block
diagram of the over-all system under study is shown in Fig.(2).
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A step size of one per cent is chosen as a disturbance.
With this step size a non-linear model is used. The perfor-
mance index J, equation (26), is formed using taree key
variables in the system. The three state variableé are
rotor slip, rotor angle, and turbine mechanical torque.
The weightings for these variables in the performance index
are 1.0, 1.0, and 100.0 respectively based on physical rea-
soning. The initial operating conditions are taken as:

P0 = 0.8 Qo = 0.0 Vt = 1.0

The system is simulated and the state variable responses
resulted from the step disturbance are gtored at 0.02 g
intervals for 5s8. The sensitivity cslculations are based
on equations (18) and (19), where in this case

1 DC(s, ;)
Fj(s) = 4
8 _ -8
thus Fo{l(s) = y % and F 042(3) = : Y
+ 8 + 8
7 & s

The sensitivity signals are then given in terms of the error
E(s), whica is computed from tne stored variables, such that

8
Za(l(S) = E(s)
l + s c(1
-5
Zo(2(s) = E(E)
1l + 8 a<2

The digitized equivalence of tnese relationships are

4 oy Y . 81) = [2 < (E (¥ -1) 6t - E(Y .ot))-(at- 25).

Zoty (¥ -1) At]/( bt o+ 2% )
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z.<2(:(. at)= -‘;32 o, (E (¥=2r: A%~ B LY «B)) =
{Lat -2 dz). Z o(?_(‘d - 1) At] /( At +2o-.’2)

Having calculated the sensitivity singal % 3 the sengitiv-
ity functions are then computed. These sensitivity functions
are then used in the set of equations (25) from whicn the
parameter changes £sa% for all j are computed.

The study performed on the model system started with
values o(l = 0,1, and 0(2 = 0.0025 for the %ompensated net-
work, and a performance index of U.32% x 10 “. From Pig.(3)
tne system is shown to be slightly damped. After four itera-
tions of the process, the index is reduced to U.271 x 10~%
with v(l = 0.31 and 0(2 = 0,0012.

The system responses after four iterations of the process
are also shown in Fig.(3). It can be seen that adjustment
of the controller's parameters considerably improves the

system responses.

6. CONCLUSION:

A technique based on parameter sensitivity functions
to adjust the compensator parameters has been presented.
The method obviates the necessity of linearising the system
equations. Therefore a mathematical model is not needed
for on-site purpose. Instead tne method can be implemented
directlly on existing plants. Actually what is needed is
the output of structurally unknown system.

Simulation study snows tnat the optimwa controller
settings, obtained by tne proposed techmique, results in
a considerably improved system response.
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APPENDIX 1

i —— ———

The equations describing the model system used in this

s

gtudy are 3
2 iz _ g )
s S = Tm Pel Des & /M
Tel = Vd Id + Vq Iq
Iq = Voo sin & /(Xe + Xq)
14 = (Vq Vo cosd (X, + Xg)
Vd = Vq - Xd Id
= X
Vq q Iq
STy Al e T LT Ot g SRR
¢ p* f d d d
do
N E 2\
Vi = (Vd + Vq)

Vf i modified by the A.V.R. and the exciter as follows:

G- (1 + 8T )(1 + 8T,) G~
A 1 1 3 2
(1 + st)(l + 3T4) (1 + sTe)

Where;

Te is the exciter time constant Tl - T4 are pnage

compensation parameters Gl, G2 are fixed gains.

The following are values of the fixed parameters used

in this study.
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D = 0.01 M = 0.0228
X, = 0.5p.u. Xd = 1.9957 p.u.
X, = 1.921 p.h. x& = 0.29,p.u.
Tyo = 93 8 Gy = 13.4

G, = 15.0 T, = 1.8 8.

T, = 0.065 8 T, = U.047 5.
Ty, =30 5" T, = 3.51 5.
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Figure 2 MODEL SYSTEM REPRESENTATION
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