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Abstract This paper deals with the implementation  * of 3-d object matching
system, The shape of the cbject is identified from the image lines and curves using
Hough transform, chain code and backpropagation neural networks. This is achieved by
first dynamically thresholding the grey level image, then segmenting the image into its
linear components with both Hough transform and chain coding. A backpropagation
framework is used for classifying the image into one of possible surfaces based on the
extracted vertices and line segments. To fix the number of input layer neurons, the
image features are normalized. The approach is tried on a variety of real objects and
appears 10 hold great promise.

Index Terms - 3-D Object recognition, shape matching, chain code, Hough
transform, surface classification, neural networks.

1. Introduction

Research and development in compucer vision has increased dramatically over the last
thirty years. Application areas that have been extensively studied include character
recognition, medical diagnosis, tcaget detection and remote sensing. Recently , machine
vision for automating the manufacturing process have received considerable attention
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with the growing interest in robotics.  Although some commercial vision systems for
robetics and industrial automarion do exist, their capabilities are still very primitive [1].

Object recognition approaches in computer vision can conceptually be classified into
two categories. The first, or traditional approach, involves the use of statistical and
struettral techniques. Over the years this approach, by itself, has proven to be
inadequate in handling some of the more difficult real world problems where noise and
improper illumination exist, and the problem domain has not been constrained to well-
defined geometric objects, The second approach attempts o overcome these problems
in much the same way a human does, through the use of contextual information,
experience, or expert knowledge. The advantages derived from the second approach,
however, typically come.at the expense of speed [2] .

The inference of the shape of a 3-D object from its umage (or images) has been the
concern of many researchers for the past two decades, Many researchers have
considered inferring shape by considering special contours on the surface [1-3] or by
considering distribution of the contours of constant image intensity as a function of 3-D
surface shape [4]. Shape parameters can also be calculated from regular patterns on the
surface,

2. System Definition
2.1. System Hardware

The image processing system used in this research was implemented on HP-workstation
ina UNIX environment. The system incorporates several sets of high-level processing
stages. Figure 1 displays the general processing steps performed on ¢ach object in order
to accurately itdentify it. As indicated in the figure, matching was performed after
various stages of processing.

Camera
Dynamic Hough Contour
Threshoid Transform Tracing
Image Class Neural “ Feature
¢ Ctassifier Extractian

Figure 1. Basic processing flow
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2.2. Object models, features and matching [1}:

An object recognition system can be broken down imto a training phase and a
classification phase. The three major components of the system are feature extraction,
object modelling, and matching. The use of models for image understanding has been
studied extensively. However, most of the models that have been investigated are
relatively simple and do not provide adequate descriptions for recognizing complex
scenes. Models based on geometric properties of an object's visible surface or
silhouetie are commonly used because they describe objects in terms of their constiuent
shape fearures.

The problem of selecting the geometric features that are components of the model is
integrally related 1o the problem of model definition. Ipage features such as edge,
curner. line, curve and boundary curvature define individual feature components of an
image. These features and their spatial relations are then combined to generate object

descrnptions.

Given a set of medels that describe all aspects of all objects to be recognized, the
process of model-based recognition consists of matching features extracted {rom a
given input image with those of the models. The general problem of matching may be
led as finding a set of features in the given image that approximately matches one
el's fearures.

rcgd

modd

Maiching techniques using 2-D global, local, or relational features, provide a way to
recognize and locate parts on the basis of a few key features. Matching using features
becomes a model-driven process in which model features control the matching process.
In this paper we present a matching process which is invariant to translation and
rotation, and is not sensitive 1o noise and image distortion. Our matching is a syntactic
marching based on global features . Recognition is based on template matching

en the model edge template and the edge image in the generalized Hough
Lranstorm space.

For the matching process we need to use features that are invariant to scaling,
transiation and rotation. One of such features are the line segmenis forming the object
shape which are obtained as described in Section 3. The verticies of line segments are
inputted to the neural network after normalization for either training or classification.
These feamires have a compression property that is desirable for managable training of
the NN.

2.3. Dynamic iImage Thresholding:

The grey-level image is dynamically first thresholded to generate a binary image [5).
This process helps in reducing imnuage noise. Since the real images could nol be
guaranteed to be homogeneously illuminated it was necessary to implement a dypamic
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thresholding scheme. The suitable threshold limit is locally determined from the
neighbouring pixels. The mean value of the intensities of a window is computed. The
intensity of each grey level pixel is then scaled to the G to 1 interval.

3. Image Segmentation:

The shape of an object can be described either in terms of its boundary or in terms of
the region it occupies. Shape representation based on boundary information requires
image edge detection and following. Region-based shape representation requires image
segmentation in several homogenious regions. Thus, edge detection and region
segmentation are dual approaches in image analysis.

3.1. Line and curve detection using Hough Transform:

A binary image must be further processed to produce more useful information that can
be used in the detection of simple shapes (e.g. straight lines, curves) or arbitrary
shaped objects. In this paper, we shall describe a well known method for the detection
of parametric curves in general and for the detection of straight lines in particular. Let
us suppese that we search for straight lines on a binary image. The simplest zpproach
is to find all possible lines determined by pairs of pixels and to check if subsets of the
bipary image pixels belong to any of these lines. The Hough transform uses
parametric description of simple geometrical shapes {curves) in order o reduce the
computaticnat complexity of their search in a binary image. The parametric description
of a line is given by a linear equation y==ax-+b. Each line is represenied by a single
point in the parameter space (a,b}. For every pixel that possess value 1 at the binary
edge detector output, the corresponding line equation is formed. The appropriate
parameter matrix elements P(a,b) are computed. Each parameter matrix elemen:

the number of binary edge Jetector output pixels that satisfy the linear equac. ol »
line. If this number is above a certain threshold a line 5 declared 13].

3.2. Contour Tracing WUsing Chain Code:

After detecting image edges and lines a contour tracer is the primary source of
information for the recognizer 10 work with. The process of tracing the contour
segments the image and makes it possible to locate several distinct objects in a single
scene. Short gaps are closed and short lines are eliminated. Vertices are then extracted.
The chain code technquie is used for contour tracing [4].

3.3. Image normalization:

For the recognition system to be invarient against translation, zoom and rotation, the
object image is rotated around its major axis within a fixed window size [6].
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3.4 Region closing and elimination of short lines:

Open regions are closed and short line segments are eliminated to eliminate the effects
of noise and nonupiform illumination.

3.5 Normalization of segmentation results:

We are given a set of coordinates of both siart and end points of every line segment.
Unfortunately, the number of coordinates is different from one image 16 the other. To
hold the number of features fixed for all images and to keep the number of input
neurons constant, line segments are repeated over and again in the same position such
that the number of vertices is increased to be suitable for the input layer of the neural
network and becomes independent of the object shape. We implemented a special
algorithm for solving this problem. The algorithm concept depends on redrawing the
line segments for the image which have a specific number of lines many times in the
same position. The final image is the same as the original one but the number of
vertices became suitable for use in the input layer of the neural network. Figures 2 a,b
show the result of applying this algorithm on an original image of 512x512 pixels size
(Fig. 2-a).

Figure 2: (a) Original Image of size 512x512 pixels
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Figure 2-b shows the segmented image after the application of the
normalization process. The algorithm of the normalization process is as follows:

Normalization algorithm:

While net end of image-base do

read object

get one line segment

store the number of segment indices
compute the maximum number of lines in segmented object (max)
While not end of image-base segmentation do

read segmented object

While number of line segments of the chject < max do

redraw the same line segment
store new segmented object to use i Neural Network Classifier

Figure 2: (b) Result of normalized segmeniation
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Tables 1-a, i-b show the results of application of the normalized segmentation on the
chject shown in Figure 2,
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4. Neural Network Models for Pattern Matching:

Pattern recognition requires a number of distinct steps. Noise removal, edge
enhancement, segmentation, feature extraction and classification. Neural network
algorithuns for most of these steps have been suggested. Neural networks are at present
the unique device, as far as we know, capable of tackling complex visual image
recognition [7] . We can say that, the neural network is sufficient and & powerful tool
for classifying a set of images in a specific time.

Image understanding requires the segmentation of an image into individual objects.
These objects are then subject to feature extraction and classification. A neural network
serves in this case as a classifier.

Neural petworks could be apptied for recognituon of a whole image frame in
applications such image matching {for example face identification) in image bases. The
photograph of a person is first acquired, and input to the trained neural network for
classification. This problem could be solved by training a neural network to learn the
grey levels of the given image instead of using 2 large number of neurons in the input
layer. In this case the input layer includes only 256 neurons. The hidden layer includes
16 neurons. The output layer includes a2 pumber of peurons equal to the number of
image classes. A three layer backpropagation network performs the learning and
classification tasks together. Figure 3 shows the response of the peural network !
learning the grey levels of the input image for different numbers of iterations. Tl
network gets some difficulities in learning the marginal grey levels due (o the asym:ptoti
nature of the sigmoidal function.
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Fig. 3 Learning the'‘image grey levels for different numbers of iterations
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Figure 4-c Learned image for iterations 100-110

The resulting ervor values for different numbers of iterations are shown in Fig.5 .
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Fig. 5 Error values for iteration range from i to 110
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The effect of the learning rate on the outpyt grey levels at a fixed number of iterations
(256 in this case) is shown in figure 6.
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Fig. 6  Effect of learning rate on grey levels
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Figure 4 shows an original'image of size 512x512 pixels and the jearned images after

specific numbers of iterations.

Fig, 4-b Learned image after 1-10 iterations
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Table 2 shows the convergence of the neural network by learning the grey

levels and its relation to the number of training iterations.

Inpud Ouiput af different ilevations

Grey Value | ! 500 | 1000 | 1500 | 2000 | 2500 | 3000 ‘ 3500 ] 4000 | 4500 | 5000
101 128 | 10! | 101 [ 01 | 100 | tor | 100 | ror | 1pr | oo | fol
102 128 | 102 | 102 [ 102 | 102 | 102 | to2 | 102 | w02 | 102 | 102
103 128 | 103 | 103 [ 103 | 103 ! 103 (103 | 103 | w03 | (03 | 103
104 128 | 104 | [04 | 104 | 104 | 104 | 104 | 104 | 104 | 104 | 104
109 128 | 105 | 105 | 105 | 105 ) 105 | 105 | 105 | 105 | 105 | 106
L06 128 | 106 | 106 | 106 | 106 | 106 | 106 | 106 | 106 | 106 | 106
107 128 | 107 | 107 | 107 | 107 07 | w7 | w7 | o7 | 107 | 107
105 128 | 108 | 105 | tos | 108 | 108 | 108 | 108 |1os | 108 | 108
109 128 | 10§ | 109 | 109 | 100 | 00 |69 | Lo | 109 | 109 | 109
110 128 ] 110 ) 110 110 | i 1o Yo |10 1o | 1o |1
111 5230 0 O 1 5 O W A 6 O I O I A S S A O G A S S S I S W IS O B
112 128 | 112 | 112 f 12 e | e e | e | e | e
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115 128 | L5 115 |16 | 115 ) 115 ) WS [ 115 | 116 | 115 | LIS
116 128 | Li6 | 116 | s 1116 | Lo | e [ 116 |16 | 16 | e
17 128 { M7 [ 117 [ 117 (L7 | 07 (ur o {ur ol ur | ug |y
118 128 | Lis [ 118 | I8 | 118 1w [ Ls (s | ns | s 13
119 128 | 119 L u1e | 119 [11e | 119 [ 1o [ e |19 | g 19
120 128 | 120 | 120 | 120 | 120 | 120 \ 120|120 | 120 '
121 128 | 123 [ 12t | 121 (121 |12 )1zl 121 | zl
122 128 | 122 | t22 | 122 | 122 | 122 | 122 | 122 | 199 o
123 128 | 123 | 123 | 123 123 123 | 123 | 123 | 123 [ 124
P24 128 [ 124 | 124 | 1240 | 124 | 124|124 [ 124 |24 | 124 | 1
125 128 | 129 | 125 | 126 [ 125 | 1en 125 1125 | 125 | e ‘ 125
126 128 | 126 | 126 | 126 | 126 | 126 | 1260|126 | kes | 026 | 126
127 128 | 127 | u2v | 127 | 2r e der | oeer | orer o | aero |
125 128 | lzg | 128 | 128 | 1S | s 0Es eS| obes | e s
129 128 | 128 [ 120 | 120 | 12¢ | o1z 29129 | 12y | 1

130 128 | 129 | 140 130 130 1) 130 130 1340 I
131 128 | 130 | 130 | 131 | 31 [ tseo [rar s s | s

132 128 | 131 | 121 | 131 | 131 |1 137 1A Lagisi iy L
133 128 [ 132 | 132 | 132 | 132 | 132 | 132 | 132 32 | 132 4
[34 128 [ 133 | 132 | 133 | 133 9 133 1233 |18% pea3d | 133
1356 128 | 134 | 134 134 134 k34 134 134 134 134 134
136 128 | 135 | 135 | 136 | 135 | 135 (135 | 135 | 135 | 135 | 135
137 128 | 136 | 136 | 136 | 136 | 136 | 136 | 136 | 136 | 136 | 130
138 P28 |CST) 13T | 137 | 137 eeRr | a7 [ET ey ae el age | 137
139 128 | 138 | 135 | 135 | 138 | 138 | 138 | 138 | 138 | 138 | 138
140 128 | 139 | 139 | 130 | 139 | 139 | 139 | 139 | 139 | 139 | 139
141 128 | 140 | 140 | 140 | 140 | 140 | 140 | 140 | 140 | 140 | 140
142 128 | 141 | 141 | 141 | 140 | 141 | 141 | 141 | 141 | 141 | 141
143 128 | 142 | 142 | 142 | 142* | 142 | 142 | 142 | 142 | 142 | 142
L4 128 143 | 143 [ 143 | 143 | 143 | 143 | 143 | 143 | 142 | 143
145 128 | 144 | 144 | 144 | 1dd | 144 | 144 | 144 | 144 | 144 | 144
146 128 | 145 | 145 | 145 | 145 | 145 | 145 | 145 | 145 | 145 | 145
147 128 | 146 | 146 | 146 | 146 | 146 | 146 | 146 | 146 | 146 | 146
148 128 | 147 1{:’ 147 | 147 | 147 | 147 | 147 | 147 | 147 | 147
14 128 | 148 | 148 | 145 | 148 | 148 | 148 | 148 | 148 | 148 | 148
150 128 | 149 | 149 | 14D | 149 | 149 | 140 | 149 | 149 | 149 | 149
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5. Neural Network Classifier:

Neural net architectures can be used to construct many different types of classifiers.
The muitilayer perceptron architecture {7] is currently the most widely applied NN to
learn complicated mappings. It attempts to map an input pattern to a desired output
pattern using a set of connecting weights and nonlinear mapping functions. In this
paper, we implemented a three layer perceptron. It includes N input neurons, H hidden
peurons and K output neurons. There is a bias unit connected to both the hidden and
output layers.

6. Experiments:

The mathcing system was trained with 360 training objects belonging w 12 different
clusses each including 30 different objects. The output of the neural classifier is given
below in able 3 for different numbers of learning iterations . The features extracted

from the egmemniation process of each object {represented by 160 lines) are the starting
and end coordinates of each line. A neural network with 640 input neurons (160x4), 135
hidden layer units, and 12 output peurons is trained with 360 objects with the
backpropagation technique. The network trained the objects in 4.5 minuies. Afier
training of the network a test set including both cbjects from the training set and new
objects Is introduced to the network. Some objects are incomplete. Most of the tested
uhjects are correctly recognized. Most of the noisy images are classified with minimum
false rate. Table 4 shows the results for classification of 300 objects belonging to
twelve different classes. The response of the output neurons to the different classes
ranges {rom zero 0 one. The network have some problems to classify not learned

images. The rotaetion and translation of the object does not affect the recognition
results.

7. Conclusions

Neural net architecture’s form a flexible framework that can be uvsed 1o construct
efficient image recognition systems. A three layer back propagation neural network is
designed for recognition of 2-d and 3-d objects. The performance of the system is
evaluated on the hand of a large tesi set including 360 objects of different types, sizes
and positions. The recognition resuits presented show that high speed object recognition
can be performed with a neural network based system,
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Table 3 Case learning after different numbers of learning iterations

Image l Chuipul welh Th nf o insse |
ci_je |e3 joi jos o |o or e |co | en e |
I $.835 | 0.002 | 0.045 l 0.005 | 0.000 | 0.000 10046 | 0.054 | G.001 | 0.001 | 0.051 | 0.017
2 0.000 | g.977 | 0.000 | 0.009 | 0.028 |'Do0a [ 0.006 | 0.017 | 0.012 | 0.016 Looon | oo
3 0.049 1 0.001 | ¢.946 | 0.019 | 0.000 0 0.000 | D015 | 0.004 | 0.007 | 0.000 | 0,000 | 0.0040
4 0000 | 0.006 ) 0027 | 2.267 | 0.001 | 0.0 ) {).0u0 ' D000 | 0023 | 0.003 | 0.028 | 0D.002
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6 0.000 | D008 | 0.000 1 0.002 | 0.050 | o2 ‘ otz L oagn | oogs | o028 | 0,002 100102
7 0.045 | 0006 | 0.000 | 0001 | 0053 | 0010 T @027 | 0000 | 0008 | 0000 | 0.000 | 0.005
8 0.046 D007 | 0.010 | 0001 | D.O0D § oo oD ) gody | 00N | 0,033 | 0.004 | 0007
9 0,000 | 0.0t3 | G010 [ 0020 | 0025 | 000t | uonh 019 ) gesT | 0017 | 0.000 ) 0.000
10 0.000 | 9.010 | 0000 | 0.001 | 0.000 | 0.026 | 0.000 | QU35 | 0012 | 8.948 | 0.037 | 0.015
Tl 0.052 | 0.003 | 0003 | 0.015 | 0.0653 | 0002 | 0000 | U000 | D002 | 0017 | £.02f | 0.005
12 D032 | 0002 | 0014 ] 0.005 | 0.000 | 0.027 | D.010 fi.[_lUfiJ—ﬂ.{](J? . 0.025 | 0.004 LG.S‘?#’-’

Case learning wilh iteralion 3000 at errov= 0.051
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Table 3 (continuation) : Case learning after different numbers of Jearning iterations

N

findge Quiput wilh Different Clusses 1
l

Cl ) (B4 (& Ch o6 CT Cy (6] O3 TVRNN N 90 F N I 0 V)

i
U | v | 008 | 0.0z | 0.UaL | 0015 | 0005 | 0002 | 0.004 1 0.0b4 1 0012 ) 0001
g.uud poss | uuog | UutT | 0045 | 0.0t4 | 0.005 | 0001 | 0.004 o.wcrz 0.6l u.o?a
0002 [ ooy u0ds { uolg | oedl L ool fo.ees | 0001 | 0005 | 0.005 0.0{:‘.: 0.0
D001 | U001 | uUsd | 0042 | 0050 | 0.018 | 0.009 | 0.001 | 0.006 | 0.004 | 0.003 | G001
oot foueg | otn | wors | 0024 | 0.008 | 0.003 1 0.001 | 0.002 | 0.00% | 0.00% .00t
BOOL | 0wt | oes Lot | o0 [ 0.010 | 0.003 | 0001 | 0.002 | D.LU3 0.010 ) 0.0
Sue |yl | ulh | o0ts | 0081 [ 0,011 ) 0.004 | 0002 | 0.003 0.0011 ] {1,000
0009 | oous | oot |t L o.036 | 0.000 | 0.008 | 0.001 | 0.004 | U005 | 0.012 1 0.00]
Ao b ooos | 0017 | 0022 | 0.083 | 0.009 | 0.0UG | 0.061 | G.061 | 0.004 | €. 0.0LD
Gy | 0.006 [ wutt | 0040 | 0.028 | 0.010 | 0.002 0.001 | G003 O.U()? 0. 0.0U0
P01k fu.oud | ozl | 0019 | 0.032 | 0.010 | 0.005 | D.UOL | 0.0U3 0.003 | 0.009 | VLD
Tk | 0.0us | 0080 u.u;&uiﬁ.um Q.U67 | U016 | 0012 | 0.022 | 002 | 0033 | 0505

CH oA LSl e

f =
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Case learning with iteration 3000 at ervoy= 0.0%3
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0.000 | 0.008 1 0.000 | 0,002 | 0.049 | 0.934 | 0012 / 0.008 | 0 0.011
0.045 | 0.006 | 0,000 ] 0.001 | 0.053 | 0.O10 | 2934 | 0.0 0.008 | 0. 0.005
0046 | 0007 [ 0.010 { 0.001 | 0.000 | 6.000 [ 0.010 . 0.0t .03 0.007
D000 o0 | onio ) 0.020 | 0.025 | 0.004 | 0D.005 0.867 ) 0. 0.000
0.000 | (00 | D.OBD | 000U | D000 | 0.026 | 0.000 non X 0015
G.052 | 0003 | 0003 | 0015 | 0.053 | 0.002 | 0.000 | 0001 | 0.002 | 0. 0.005
0032 o002 | 000 ) 0.005 | 0000 } 0027 | 00I0 ) D006 | D002 : 09

Case tearming wikh iteration 3300 at errors 0.050
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Table 4: Quiput of the neural network classifier for examples of the test objects

frage Qutpul with Differeni Closses
| Cl ¢t C3 C4 5 6 (o) Ca o C10 Cll Clz
1 0.886 ) 0.002 | 0.045 | 0.0D5 | 0.000 | 0.000 | 0.045 | D.OB4 | 0.001 0.001 , 0.050 | 0.016
2 0.000 | 0.977 | 0.000 | 0.009 | 0.028 | 0.008 | 0.OUG | 0.017 [ 00l2 | 0.016 | 0,001 | 0.000
3 0.049 | 0.00) | 0.946 | D019 | 0.000 | D.000 | 0.015 | 0.014 | 0.007 | 0.000 | 0.004 | 0.009
4 0.000 | 0.006 | 0.027 | 0.968 | 0.001 | 0.001 | 0.000 | 0.000 | 0.023 | D.003 | 0.028 | 0.002
5 0.000 | 0.010 | D.001 | 0.002 | 0.006 | 0.048 | 0.049 | 0.000 | 0.013 | 0.001 | 0.047 (.002
[ 0.000 | 0.008 | 0.000 | 0.002 | 0.049 | 0.943 | 0,012 | 0.000 | 0.008 | 0.027 |0.002 |00L1
7 0.045 | 0.006 | 0.000 | 0.001 | 0.053 | 001 | 0.934 | 0.011 0.008 | 0.000 | 0.000 | 0.005
b 0.046 | 0.007 | 0.010 | 0.00 0.000 | 0.000 | D.O10 ' 935 | 0.011 | 0.033 | 0.003 | D.00T
Y GOuo | 0.0 | 0010 ] 0.020 | 0025 | U4 | DohA 11 0,967 | 0017 | 0.000 | D.00D
10 0.000 [ 0.010 | 0.000 | 0.001 | 0000 [ 0026 [o0on [ ood o0l | 0.948 | 0036 | 0.015
11 0.052 | 0.003 | 0.003 | 0.015 | 0.053 | 0.002 [ 0000 | Dodl 0002 | G017 0.921 | 0.005
12 0.032 | 0002 | 0004 | 0005 | 0000 [ 0000 | 0O L ouss ol L oonss ) 0003 | 0007
13 0.88G | 0.007 | 0.001 | 0.T15 | 0.000 | U001 | 0028 | 0020 | Qwu2 o0 | 0002 | 0010
14 0.792 | 00T | 0.000 | 0715 | 0.000 | 0001 §dgs 002t oaud phgul | 0002 ) 0010
i5 0.000 | 0.00s | 0.000 | 0.002 [ 0.049 | 0.943 | 0012 | w00 | DoOs | 0027 0.002 | 0011
16 0.046 §0.007 | 0.010 | 0.001 10000 | 0000 | 0010 ) 0.935 ) 0.01) 0.0 | 0.003 ) D.00T
17 0.88G | 0.002 | 0.045 | 0.005 | 0.000 | 0.000 | D.045 | 0.054 | 0.001 0.001 0.050 | DG
18 (L000 | 0.003 ) 0787 ] 0.002 0000 | 0.000 | 0.003 }OTTE | 0.0T4 | 0.0 | 0000 | tong
19 0.006 | 0008 | 0.000 | 0.002 | 0.049 | 0.943 | 0.012 | 0.000 | 0.008 | 0.027 | 0.002 | 001]
20 06 ) 0.007 | 0.010 ) 0,001 | 0.000 | 0.000 | D010 | 0.935 | .01 | 0.033 | 0003 | 007
21 0.833 | 0.00% | 0.044 | 0.005 | 0.000 | D.O0D | 0045 | 0053 | 0.001 | 0001 | L0 00T
22 0,052 ) 0.003 | D003 | 0015 | 0053 | DOD2 | oo | D001 0.002 | 0.017 | L9211 | pooan
23 G000 [ D00 | 0000 | 0002 | 004 | 0.043 | Dol | oo | 0oDs | 00T | ooue
24 0046 | D007 | 0010 | 0000 0.000 | 0.000 | 0000 | 0.935 | B.OLL 033 | L.003 | Daai
25 0.88G | L.o02 | D045 | 0.005 | 0000 | 0000 D O0AS | DOSE | DUl 0.0 PRI A
26 0.886 | 4.002 | 0.5 | 0.005 | 0.000 | 0.000 | 0045 | 0054 | 000!l 0.000 | vusg | Dk
7 0.000 | DO0R | 000G | 0.002 | 0049 | 0.943 | U012 [ LLOVO | DUDS | O02ZT ooz | oLt
5 0.046 | 0.007 | 0.0E0 | 0.001 | 0.000 | 0.000 | O.AHG | 0.935 [ 0001 | 0.033 | 0.003 | 0.007
24 0.88G | 0.002 | 0.045 | 0.005 | 0.000 [ 0000 {047 | 0054 | oonl 1000l | 0050 | 0.0le
30 0.046 | 0.007 | 0.010 | 0.001 | 0.000 | 0.000 | 0.0I0 | 0.935 | 0.011 | 0.033 | 0.003 | 0.007
31 0.000 | 0,008 | 0.000 | 0.002 | 0.04% | 0.043 | 0.012 1 0000 | 0.008 | 4027 | 000L ]
32 0.046 | 0.007 | 0.010 | 0.001 | 0.000 | Q.000 | 0.0 | 0.935 | 0.01F | 0.033 | DU 1
33 0.8386 (| 0.002 [ 0.045 | 0.005 | 0.000 | 0000 | 0045 Lo 0001 | ool 4 Dusy
34 0.005 | 0.005 | 0.003 | 0.000 | 0.000 | o005 | 0L B DueT 03 ) h
15 0.000 | 0.008 | D000 | 0002 | 0.040 | B3 | b, ae | DOV |27 e
a6 0.046 | 0.007 | 0.010 | 0001 | LO00 oo uol SACR I VY O O O 4 DYV i
37 0.886 1 0.002 | 0.045 [ 0005 | 0000 | vone g A1 0000 0Ol | wosb | 0uLE
38 0.000 | 0.033 | 0023 | 0143 [ 0.000 | D000 et 02T | 0ol | vt | onnd | 0001
39 0000 ) 0003 ) 0000 | D02 | ULAD | D43 T Nl L uobe | Duos L 0T o0z L ouil
40 0.046 | 0.007 | 0.010 [ 0.001 | L.OOD | V.LOU \ bty | 0.935 | 0.011 | 0.033 | 0.003 | 0.007
41 0.386 | D.002 | 0.045 | 0.005 | D.000 | LOLU L 05 0.054 0.001 0001 | 0,050 | 0016
42 0.000 | 0.033 | 0.023 POI43 | 0000 | 0.000 | 0000 | 0027 | 0010 | U.053 | 0.004 | 0.001
43 L.000 | 0.008 | 0000 | 0002 | 0.049 | 0.943 | 0012 | 0000 | 0.063 | 0.027 | 0.002 | 0.011
44 0.046 | 0.007 | 0.010 [ 0.001 | 0000 | 0.000 | 0.0 | 0.935 [ 0,011 | 0.033 | 0.003 | 0.007
45 0.886 | 0.002 | 0.045 | 0.005 | 0.000 | D000 | 0.045 | 0.054 | 0.00F | 0.001 | 0.050 | 0.016
416 0.000 | 0.008 | 0.119 | 0.012 | 0.000 | 0.000 | 0.000¢ | 0.063 |0.07L | 0.141 | 0.032 | 0.001
47 0.000 | 0.005 | 0.000 | 0.002 | 0.049 | 0.943 | J.012 | 0.000 | 0.008 | 0.027 | 0.002 | 0.0011
48 0.046 | 0.007 | 0.010 | 0.001 | 0.000 | 0.000 | 0.010 | 0935 | 0011 | 0.033 | 0.003 | 0.007
49 0.836G | 0.002 | 0.045 | 0.005 | G.000 | (G.000 | D.045 | 0.054 | 0.00L | 0.001 | 0.050 | 0.016
0.000 | 0184 | 0.157 0.000 | 0008 | 0.000 | 0111 | 0.004 19 0.000
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Table 4 (continuation): Output of the neural network classifier for examples of the test
objects

Image Oulpul weth Different Classes
Cl 8] 3 <5 C6 ¥ Cs
0.

=
—_
=

251 0.045 | D.006 0o 0.053
252 0.000 | 0.010 | 0.000 0.000 00'26 .
253 0.000 | 0.077 | 0.000 0.028 0.006
254 0.000 | 0.006 | D.027 0.001 IJ 000
265 (L045 | D.006 | 0.009 | 0. 0.053
256 0.000 ] 0010 | 0.000 | G0 0.000
257 0.000 | 0,077 | 0.000 | 0. 0.028
258 0000 | DOus | 0.027 0.001
259 s | 0006 | 0.0 0.053
260 0.0u0 | D010 | 0.000 0.000
261 0,000 | 0.977 | 0.000 0.028
i 0,000 | 0006 | D27 0.001
S PO | 0006 ] 0009 0.053
B O 0010 | oo 0.000
U )0 | 0U9TT | 0.000 | 0. 0.028
r (00| D006 | 0.027 |0. 0.001
[ 2uT [ | 0.006 | 0,009 | 0, 0.053
Ziy Cegd | 0010 | D000 | 0. 0.000
264 A0 [ 0.OTT | 00006 | 0008 | 0.028
'_‘T{J U000 | 006 | D027 | 0. 0.001
71 0 U5 | 0,006 | 0000 | 0. 0.053
a7 0,000 | 0.010 | 0000 | 0.001 | 0.000
273 D00 | 0.977 | 0.000 | 0, 0.028
a5 w00g | 0006 | 0.027 | 0. 0.001
275 0.045 | 0.006 | 0.009 | 0. 0.053
276 0.000 | 0.010 | 0.000 | 0. 0.000
277 0000 | 0,977 | 0.000 0.023
278 0.0060 | 0006 | 0.027 0.001
279 0.045 | 0.006 | 0.009 0.053
280 0.000 | L0101 0.000 | 0. 0.000
231 0.000 | 0.977 | 0.000 | 0.0 0.028
R 0.000 | 0.0Q6 | 0.027 " 0.001
Ly U045 | D006 | 0.009 | 0 0.053
U U.000 | 0010 | 0.000 | 0. 0.000
) 0.000 ] 0.977 ] 0.000 00 0.028
286 0.000 | (L006 | 0.027 | 0. 0.001
257 0045 | 0.006 | D008 | 0. 0.053
288 0,000 | 0010 | 0.000 | O 1.000
289 0.000 | 0.9TT | 0.000 | O, 0.028
290 0.000 | 0.006 | 0.027 | 0. 0.001
201 0.045 | 0.006 | 0.009 | 0.00 0.053
202 0.00 | 0.010 | 0.000 | 0. 0.000
203 0.000 | 0.977 | 0.000 | 0.00 0.028
204 0.000 | 0006 | 0.027 | 0. 0.001
295 0.045 | 6.006 | 0.009 | 0. 0.053
296 0.000 | 0.0L0 | 0.000 | 0. 0.000
297 0.000 | 0.977 | 0.000 | 0. 0.028
298 Q.000 | 0.006 (| G.027 i 0.001
209 0.045 | 0.006 | 0.009 | 0, 0.053
300 0.000 | 0010 | Q.000 ; 0.000
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