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Abstract: This study addresses the concealment and protection of secret images 

through both image cryptographic and steganographic techniques. The proposed image 

cryptographic algorithm employs a logistic map for bit shuffling, followed by 

encryption using a two-dimensional piecewise chaotic map. Concurrently, an image 

steganographic algorithm is introduced, utilizing a two-dimensional economic map for 

pixel rearrangement and a modified least significant bit technique to embed the 

encrypted, rearranged secret image within a cover image. The cryptographic algorithm 

ensures the encryption of the secret image, while the steganographic algorithm conceals 

the encrypted image within the cover image. Experimental results confirm the security 

and robustness of the proposed algorithm, showcasing its efficacy in withstanding 

various attacks. The main contributions of this paper lie in the clarity of the proposed 

methods for image encryption and steganography, and the obtained results underscore 

the algorithm's security and performance relative to other published methods. 
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1.Introduction

 The importance of secure communication in 

networked systems for sharing information is 

widely recognized in today's world. Various 

types of information are shared, including 

videos, audios, images, texts, and more. This 

paper focuses specifically on images, which 

play a crucial role in sensitive sectors such as 

the military and medicine. Consequently, 

safeguarding the transmission of these images 

is of utmost importance. To ensure their 

protection, the most commonly employed 

methods are watermarking, cryptography, and 

steganography [1]. A digital watermark is a 

hidden marker implanted within a signal that 

can tolerate noise, including audio, video, or 

image data. Its primary purpose is to establish 

the copyright ownership of the signal [2]. 

Cryptography is the art of encrypting 

information, making it unreadable, using 

encryption techniques. The author [3] initially 

published the encryption algorithm that relies 

on a chaotic map. Numerous authors have 

employed chaotic maps to create encryption 

algorithms for images following this 

development. Among these algorithms, a subset 

relied solely on permutation [4] some other 

algorithms, on the other hand, relied solely on 

substitution as seen in [5]. Furthermore, many 

authors have incorporated various types of 

chaotic maps to blend permutation and 

substitution in their image encryption 

algorithms [6, 7, 8]. Steganography algorithms 

are utilized for concealing confidential 

information inside the cover image. 

Subsequently, the cover image is transmitted to 

the recipient. Ultimately, the concealed data 

can be extracted from the cover image. Images 

[9], audio [10], text [11], video [12], 

compressed files [13], and other forms are 

frequently utilized as information carriers. 

Image steganography holds great importance in 

the field of information security due to the 

strong intuitive appeal and comprehensive 

characteristics of images. 

Steganography in digital media has been 

applied since the 1990s. The earliest image 

steganography algorithm was suggested by 

Bender et al. [14], which involved altering the 

least significant bit (LSB) of pixels to embed 

secret data. Similarly, in the compression 

domain, algorithms like Jsteg [15] and F5 [16] 

hide information in the LSBs of quantized 

mailto:abibka@mans.edu.eg


  

Mans J Mathematics Vol. (39).2023. 45 

discrete cosine transform (DCT) coefficients. 

There are two different approaches to conceal 

secret images using the cover image: spatial 

domain and frequency domain [17]. The cover 

image's intensity values are utilized in the 

spatial domain to conceal the secret information 

[18, 19]. On the other hand, the secret image 

pixels are concealed using the transformation 

coefficients of the pixels in the cover image 

within the frequency domain [20, 21]. Various 

suggested techniques exist for spatial domain 

steganography, including watermarking [22], 

LSB substitution [23, 24], modulus function 

[25], pixel value differencing technique [26], 

LSB matching [27], optimal pixel similarity 

[28], discrete wavelets technique [29], and deep 

learning [30]. LSB substitution-based hiding 

stands out as a straightforward and speedy 

technique within these methods, providing 

effective security. We employ the LSB 

substitution technique in our suggested 

algorithm to conceal the secret image [31]. The 

bits from the secret image are used to replace 

the LSBs of the cover image pixels in the LSB-

based embedding algorithm. This process can 

be carried out sequentially or randomly. 

Randomly selecting pixels from the cover 

image for concealment provides the best 

security compared to the sequential approach 

[32]. The cover image pixels in our method are 

selected randomly through a chaotic sequence 

produced by the chaotic map. 

Chaos denotes disorder, while in 

mathematics, a map represents a function 

showcasing chaotic behavior [33]. A map is 

also known as a discrete time dynamical 

system. Chaotic maps possess certain inherent 

characteristics [13], including: 1) initial 

conditions' sensitivity; 2) ergodicity; 3) 

determinism; 4) structural complexity. Various 

schemes for information hiding using chaotic 

sequences have been proposed [34]. In our 

proposed algorithm, we utilize a one-

dimensional logistic map and two-dimensional 

chaotic maps, piecewise smooth nonlinear and 

mixed Bertrand duopoly chaotic maps to 

produce random chaotic sequences. To enhance 

the security of our proposed algorithm, we will 

encrypt the secret image using the permutation-

substitution model. The algorithm proposal 

consists of three primary stages. At first, the 

secret image undergoes encryption utilizing a 

two-dimensional piecewise smooth nonlinear 

chaotic map. Next, the pixel locations of the 

cover image are randomly determined using a 

two-dimensional mixed Bertrand duopoly 

chaotic map. At the end, the encrypted image 

bits are inserted into randomly chosen pixels 

from the cover image's color channel. Our 

contributions are as follows: 

i- The clarity of the proposed methods for 

image encryption and steganography, and the 

obtained results underscore the algorithm's 

security and performance relative to other 

published methods. 

ii- None of the bits from the secret image 

are sacrificed or omitted. 

The subsequent sections of the paper are 

structured in the following manner: Section 2 

provides a concise explanation of the suggested 

chaotic maps. Section 3 presents the 

encryption, embedding, extracting algorithms. 

Section 4 discusses the experimental results and 

analysis. Finally, Section 5 declares the 

conclusions of the current paper. 

2. The suggested maps 

In this section, three different chaotic maps 
are presented. The first is the well-known 
chaotic map, the logistic map, which is 
represented as follows: 

        (    )               
,   -  (1) 

where   (   ) is the control parameter. 

The logistic map behaves chaotically when   

lies between 3.6 and 4.0. Figure 1 displays the 

bifurcation diagram and the Lyapunov 

exponent. 

2.1 Piecewise smooth nonlinear chaotic 

map(PSNCM) 

The current map has been proposed in [35]. 

It is represented as follows: 
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The assumption made by the authors is that 

there are two firms in the market, and they offer 

different products. Each firm gives the market a 

non-negative real number   , which indicates 

the quantity of production the firm provides. 

The two parameters    and    represent the 

shift cost such that      . The parameter   

refers to a fraction that customers can pay to 

purchase newly made goods such that      

and      . The      and      functions 

are used to measure how quickly a company 

adjusts its output in response to changes in its 

marginal profit. The parameters:    
                               
     and initial values                  
       show the chaotic behaviour of 

PSNCM. Figure 2 displays the bifurcation 

diagram and the Lyapunov exponent of 

PSNCM concerning   . 

 
 
2.2. Mixed Bertrand duopoly chaotic 

map (MBDCM) 

Important security-related features are 

present in this map [36]. It exhibits a strong 

chaotic behaviour and a wide range of 

bifurcation parameters. It is defined as follows: 

 
where             denote the price of 

firm  ’s product,        denotes the 

degree of horizontal product differentiation, 

    denotes the size of the market demand, 

     represents the marginal cost, the speed 

adjustment of firm   is denoted by parameter 
    , while parameter    (   ) represents 

the extent of public ownership. The 

parameters:                         
                              
(   )and initial values 

  ( )           ( )        show the 

chaotic behaviour of MBDCM with respect to 

  . Figure 3 displays the bifurcation diagram 

and the Lyapunov exponent of MBDCM 

concerning   . 

 
 

3. Proposed Algorithm 

The proposed algorithm consists of three 

stages: encryption, embedding, and extraction. 

3.1. Encryption Algorithm 

In this stage, the secret image is encrypted 

using the chaotic map (PSNCM). Initially, the 

secret image’s pixels undergo shuffling through 

the logistic map, which is known as the 

confusion step. Following that, the resulting 

shuffled matrix is diffused utilizing the chaotic 

map known as (PSNCM). The encryption 

algorithm may be described as follows: 
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Algorithm 1 Encryption Algorithm 

Input: The secret image   of size    , the 

initial value    for the logistic map, the initial 

values      and      for PSNCM, the 

parameter   for the logistic map, and the 

parameters                and   for PSNCM. 

Output: The encrypted image   of size 

   . 

Step 1: Read the secret image  . 

Step 2: Shuffle   using the logistic map (1), 

say    . 

Step 3: Reshape     to the size     . 

Step 4: Generate a sequence of random 

values using PSNCM, 

say   ,              -. 
Step 5: Preprocessing: 

  For       , compute 

       .     (     
       )/end 

Step 6: Compute the bit-wise xor between 

    and  , say         (     ). 
Step 7: Transform   into an     array. 

 

3.2. Embedding Algorithm 

The proposed embedding algorithm requires 

the selection of double pixels from the cover 

image to conceal a pixel from the encrypted 

medical image. MBDCM assists in the random 

selection of these pixels. To modify LSB 

embedding, the pixels in the encrypted image 

undergo a random shuffling of their   bits, as 

demonstrated in Figure 4. Let’s say    and    

denote two random pixels from the cover 

image, while the arrows indicate the updated 

locations of the bits in the encrypted image’s 

pixel [37]. In [38], he researchers discovered 

that the red (R) and green (G) channels of an 

image are more susceptible to distortion caused 

by embedded bits compared to the blue (B) 

channel. Consequently,    and    each hide a 

pair of bits within their B channels. This 

algorithm may be described as in Algorithm 2. 

 
Figure 4: Conceal a single pixel of the 

encrypted image within double pixels of the 

cover image. 

Algorithm 2 Embedding algorithm 

Input: The secret image   of size    , 

the cover image   of size        , the 

initial value    for the logistic map, the 

initial values      and      for PSNCM, the 

initial values   ( ) and   ( ) for MBDCM, 

the parameter   for the logistic map, the 

parameters                and   for PSNCM 

and the parameters                           
and    for MBDCM. 

Output: The stego image   with size 

       . 

Step 1: Utilize Algorithm 1 to encrypt the 

secret image. The result is the matrix E. 

Step 2: Reshape E to the matrix    of size 

     and convert it to the binary 

with length 8 for each intensity value. 

Step 3: Reshape S to the matrix    of size 

       and convert it to the binary 

with length 8 for each intensity value. 

Step 4: Generate random sequence of size 

       using MBDCM, say 

   [                ], 

    ,              - and 

   ,                     -    
*              +. 
Step 5: Shuffle the position of every pixel in 

  , and denote the resulting order of 

bits as   *                       +. 
Step 6: For     to    do 

 C(X(i),1)=bitset(C(X(i),1),1,  (i,  )); 

  C(Y(i),1)=bitset(C(Y(i),1),1,  (i,  )); 

  C(X(i),2)=bitset(C(X(i),2),1,  (i,  )); 

 C(Y(i),2)=bitset(C(Y(i),2),1,  (i,  )); 

C(X(i),3)=bitset(C(X(i),3),1,  (i,  )); 

  C(X(i),3)=bitset(C(X(i),3),2,  (i,  )); 

 C(Y(i),3)=bitset(C(Y(i),3),1,  (i,  )); 

  C(Y(i),3)=bitset(C(Y(i),3),2,  (i,  )); 

End 

Step 7: Reshape   to the matrix   of size 

       . 

Step 8:   is the stego image. 
 

3.3. Extraction Algorithm 

During this stage, it is possible to extract the 

secret image A from the provided stego image 

S without relying on the original cover image 

C. Using the embedding algorithm sequence, 

the pixels in the stego image that contain the 

encrypted image bits are selected. By 

unshuffling and extracting the LSBs of the 
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selected pixels, the encrypted image is 

reconstructed. Finally, the encrypted image is 

decrypted, and the secret image A is obtained 

using the inverse of Algorithm 1. The 

proposed extracting algorithm may be 

described as in Algorithm 3. 

Algorithm 3 Extracting algorithm 

 

Input:  (stego image) and the secret key. 

Output: The secret image   of size    . 

Step 1: Reshape   to the matrix   of size 

      . 

Step 2: Generate random sequence of size 

       using MBDCM, say 

    [                ],  

   ,              - and 

   ,                     -    
*              +. 
Step 3: Produce the shuffled locations of the 

extracting 

bits  *                       +. 
Step 4: For     to    do 

    (i,  )=bitand(C(X(i),1),1); 

   (i,  )=bitand(C(Y(i),1),1); 

  (i,  )=bitand(C(X(i),2),1);  

  (i,  )=bitand(C(Y(i),2),1);   

  (i,  )=bitand(C(X(i),3),1);   

sbx=dec2bin(C(X(i),3),8);   

  (i,  )=bitand(str2double(sbx(7)),1); 

  (i,  )=bitand(C(Y(i),3),1); 

sbx=dec2bin(C(Y(i),3),8); 

  (i,  )=bitand(str2double(sbx(7)),1); End 

Step 5: Reshape    to the matrix   of size 

   . 

Step 6: The secret image,  , is obtained by 

decrypting E using the inverse of 

Algorithm 1. 

 

4. EXPERIMENTAL RESULT 

We will now investigate the outcome of our 

proposed algorithm in the present section. All 

software applications are developed utilizing 

MATLAB R2023a, and the specifications of 

the laptop include an AMD A10-9620P 

RADEON R5, 2.50 GHz, along with 8 GB of 

RAM. All images are chosen from the USC-

SIPI image database. Our proposed algorithm’s 

stego-key consists of five initial values: 

                             
            ( )           ( )       and 

fourteen parameters:                   

                                    
                               
                 and        . Figure 5 

displays four images utilized as cover images, 

while Figure 6 displays the four samples of 

secret medical images (          and   ). 
Figure 7 exhibits the cover image (lena),   , the 

stego image, and the recovered   . 

  
(a) (b) 

  

(c)                                   (d) 

Figure 5: 512 × 512 cover images: (a) Baboon, 

(b)Lena, (c) Airplane, and (d) Peppers 

  
(a) (b) 

  

(c)                                   (d) 

Figure 6: 256× 256 secret medical images: (a) 

  , (b)   , (c)   , and (d)    



  

Mans J Mathematics Vol. (39).2023. 49 

  
(a)                                  (b) 

  
(c)                                   (d) 

Figure 7: Result of the proposed algorithm: (a) 

Lena(cover image), (b)   , (c) Stego image, and 

(d) Restored    

4.1. Statistical analyses 

arious statistical analyses were used to 

examine the effectiveness of the suggested 

algorithm. 

4.1.1. Histogram analysis 

The histogram of an image shows a 

graphical representation of the pixel count for 

each unique intensity value present in the 

image. Therefore, it is regarded as a statistical 

method of attack. This attack allows the human 

eye to detect differences between the cover 

image and the stego image. Table 1 shows the 

average histograms of the cover image (Lena) 

and stego images, along with the four secret 

images. It can be observed visually that the 

average histograms of the stego images closely 

resemble those of the cover images. 

4.1.2. PSNR analysis 

The significance lies in how much the stego 

image deviates from the cover image, which is 

typically assessed using the peak signal to noise 

ratio (PSNR). 

 

            .
    

   
/(4) 

where 

    
 

   
∑ ∑ ∑ ( (     )   

   
 
   

 
   

 (     ))
 
  (5) 

where C and S are the cover and stego 

images, respectively. 

Table 2 displays MSE and PSNR) between 

various cover images and their corresponding 

stego images, all containing the identical secret 

image. Moreover, Table 3 exhibits a 

comparative result between the current 

algorithm, algorithm [29], algorithm [24], and 

algorithm [30]. The evaluation employs lena 

(512 × 512) as the cover image. Considering 

that the PSNR value exceeds    dB, the 

effectiveness of the current algorithm is evident 

in achieving nearly perfect restoration 

outcomes comparable to the cover image. 

4.1.3. Payload(capacity) 

The embedding rate (ER) represents the 

proportion of concealed bits within all pixels of 

the cover image. It is represented by the 

equation: 

   
 

     
(   )(6) 

where   is the number of embedding bits, 

and       represents the total number of 

pixels in the cover image. A higher ER value, 

as determined by the assessment of the 

embedding payload in steganography, signifies 

improved performance of the algorithm. This 
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means that a cover pixel can accommodate a 

greater number of concealed bits. The 

embedding rates are displayed in Table 4. 

 

Table 2: MSE and PSNR values comparing 

cover images and stego images 

Cover image 
Secret 

image 
MSE PSNR(dB) 

Baboon (512 x 

512) 

   0.5850 50.4594 

   0.5840 50.4666 

   0.5871 50.4435 

   0.5838 50.4682 

Lena (512 x 

512) 

   0.5835 50.4702 

   0.5823 50.4794 

   0.5837 50.4688 

   0.5867 50.4464 

Airplane (512 x 

512) 

   0.5898 50.4239 

   0.5884 50.4343 

   0.5887 50.4322 

   0.5904 50.4195 

Peppers (512 x 

512) 

   0.5995 50.3529 

   0.5946 50.3882 

   0.5980 50.3636 

   0.5968 50.3726 

 

Table 3: MSE and PSNR between proposed 

algorithm, algorithm [29], algorithm [24], and 

algorithm [30] 

Algorithm MSE PSNR(dB) 

Proposed algorithm 0.580 50.470 

[29] 2.090 45.780 

[24] 2.250 44.600 

[30] 0.957 48.317 

 

Table 4: Embedding payload 

Cover image Secret image ER 

Baboon (512 x 512) 

   

0.6667 
   

   

   

Lena (512 x 512) 

   

0.6667 
   

   

   

Airplane (512 x 512) 

   

0.6667 
   

   

   

Peppers (512 x 512) 

   

0.6667 
   

   

   

 

 

4.1.4. Image quality measures 

The mathematical equations for measures of 

image quality can assess the connection 

between the human visual system and the 

display. Steganographic algorithms can utilize 

statistical indicators to gauge the concealed 

information within the stego image in relation 

to the cover image [37]. After inserting the 

secret image, the measurements calculate the 

similarity between the cover image and the 

stego image by summing all the bytes [39]. 

   
 

   
∑ ∑ ∑ | (     )   

   
 
   

 
   

 (     )|(7) 

     
∑ ∑ ∑  (     )  (     ) 

   
 
   

 
   

∑ ∑ ∑  
 (     ) 
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 (     ) 
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 (     ) 

   
 
   

 
   

(9) 

   
∑ ∑ ∑  (     ) (     ) 

   
 
   

 
   

∑ ∑ ∑  
 (     ) 

   
 
   

 
   

 (10) 

where               and    represent 

cover image, stego image, average absolute 

difference, image fidelity, structure content, 

and correlation quality, respectively. When 

       and    approach  , it signifies a 

significant degree of similarity. Additionally,  

   gets closer to  , the difference between 

the stego image and the cover image is 

negligible. Table 5 illustrates that       and 

   are near one, while    is close to zero. 

Therefore, it can be concluded that there are no 

notable differences between the stego image 

and the cover image. In addition, Table 6 

displays a comparison among the proposed 

algorithm, algorithm [31], and algorithm [39], 

illustrating the superior performance of the 

proposed algorithm over algorithm [39]. 

4.1.5. Relative entropy 

In the context of image steganography, 

relative entropy is utilized to assess the 

statistical changes that occur in the cover image 

when embedding secret information. It is 

defined by the formula: 

 (  ||  )  ∑      .
  

  
/          (11) 

where   represents the relative entropy,    

and    denote the probability distributions of 

the pixel values in the cover image and the 

stego image, respectively. 
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By evaluating the relative entropy, 

steganography algorithms can estimate the level 

of detectability or the extent to which the secret 

information embedded in the stego image 

deviates from the original cover image. Lower 

relative entropy values indicate that the 

steganographic changes are less noticeable, 

while higher values suggest more significant 

alterations in the probability distribution of  

pixel intensities. Table 7 displays the 

relative entropy values for various cover and 

stego images containing secret information. 

According to the findings in Table 7, the 

relative entropies are nearly zero. In Table 8, a 

comparison is shown between our algorithm 

and the algorithms mentioned in [31] and [39]. 

Our algorithm demonstrates superior 

performance compared to the algorithm 

discussed in [39], and it exhibits similar 

performance to the algorithm described [31]. 

The data presented in Tables 7 and 8 enables us 

to derive conclusions regarding the similarity 

between the cover and stego images. 

Table 5: Measures of image quality 

Cover 

image 
Secret 

image 
AD IF SC CQ 

Baboon 

(512 x 

512) 

   0.3754 1.0000 1.0000 1.0000 

   0.3753 1.0000 1.0000 1.0000 

   0.3764 1.0000 1.0000 1.0000 

   0.3748 1.0000 1.0000 1.0000 

Lena 

(512 x 

512) 

   0.3747 1.0000 1.0000 1.0000 

   0.3741 1.0000 1.0000 1.0000 

   0.3749 1.0000 1.0000 1.0000 

   0.3764 1.0000 1.0000 1.0000 

Airplane 

(512 x 

512) 

   0.3766 1.0000 0.9999 1.0000 

   0.3763 1.0000 0.9999 1.0000 

   0.3759 1.0000 0.9999 1.0000 

   0.3775 1.0000 0.9999 1.0000 

Peppers 

(512 x 

512) 

   0.3792 1.0000 0.9999 1.0000 

   0.3776 1.0000 0.9999 1.0000 

   0.3789 1.0000 0.9999 1.0000 

   0.3783 1.0000 0.9999 1.0000 

 

Table 6: Comparing the image quality of our 

algorithm, algorithm [31] and the algorithm 

[39] using a baboon (512 x 512) as the cover 

image and a lena (256 x 256) as the hidden 

image. 

Cover 

image 

AD IF SC CQ 

Proposed 

algorithm 

0.3750 1.0000 1.0000 1.0000 

[31]        1.0000 1.0000 1 .0000 

[39]            
      

        
      

Table 7: Relative entropies between distinct 

cover and stego images. 

Cover 

image 

Secret 

image 
Red Green Blue Gray 

Baboon 

(512 x 

512) 

   0.00035 0.00040 0.00100 0.00030 

   0.00032 0.00028 0.00086 0.00026 

   0.00036 0.00044 0.00100 0.00029 

   0.00400 0.00047 0.00092 0.00028 

Lena 

(512 x 

512) 

   0.00057 0.00067 0.00098 0.00033 

   0.00045 0.00062 0.00094 0.00032 

   0.00049 0.00059 0.00110 0.00033 

   0.00042 0.00073 0.00098 0.00033 

Airplane 

(512 x 

512) 

   0.00079 0.00160 0.00540 0.00100 

   0.00098 0.00160 0.00540 0.00110 

   0.00110 0.00160 0.00540 0.00100 

   0.00082 0.00160 0.00540 0.00100 

Peppers 

(512 x 

512) 

   0.00042 0.01040 0.01590 0.00750 

   0.00049 0.01060 0.01560 0.00760 

   0.00046 0.01050 0.01550 0.00750 

   0.00044 0.01060 0.01570 0.00760 

 

Table 8: Comparing the relative entropy of our 

algorithm, algorithm [31] and the algorithm 

[40] 

Cover 

image 

Secret 

image 

Proposed 

algorithm 

Algorithm 

[31]  

Algorithm 

[39]  

Airplane 

(   
    ) 

Lena 

(   
    ) 

0.00030 0.00034 0.00225 

 

4.1.6. Noise attack 

In this section, our algorithm underwent 

testing against a noise attack. The stego image 

was corrupted by salt   pepper noise at 

densities of            and    . The impact of 

the noise attack on the current algorithm was 

assessed using PSNR. Figure 8 shows the 

secret information extracted from the stego 

image following the inclusion of salt   pepper 

noise at densities of            and    . Table 9 

evaluates the PSNR between the secret and the 

extracted information. Lower density of salt   

pepper noise produces better results for image 

extraction compared to higher density, as 

indicated in Table 9. 

  
(a)                                  (b) 
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(c)                                   (d) 

Figure 8: Result of noise attack on the cover 

image by introducing salt & pepper noise at 

densities of 0.01,0.05, and 0.1: (a) S1, (b) S1 

obtained after applying salt & pepper noise 

(density: 0.01), (c) S1 obtained after applying 

salt & pepper noise (density: 0.05), and S1 

obtained after applying salt & pepper noise 

(density: 0.1). 

Table 9: Noise attack: PSNR values 

Cover image 
Secret 

image 
Noise PSNR 

Baboon (512 x 

512) 
   

Salt & pepper 

(d=0.05) 
27.5923 

Salt & pepper 

(d=0.01) 
20.7954 

Salt & pepper 

(d=0.01) 
17.8001 

 
5. Conclusions 

The current paper introduces an image 

steganographic algorithm that utilizes chaotic 

maps and modified LSB. The researchers 

employ three distinct chaotic maps: the logistic 

and the two-dimensional piecewise smooth 

nonlinear chaotic maps, which encrypt the 

secret information, while the third is a two-

dimensional mixed Bertrand duopoly chaotic 

map, used to randomly select locations of the 

cover pixels. These chosen pixels serve as the 

storage locations for the cipher image bits. The 

algorithm ensures that no bits from the secret 

information are lost. Experimental findings 

indicate a strong similarity between the 

histogram of the stego image and the histogram 

of the cover image. Comparisons with other 

algorithms in the literature, based on PSNR, 

affirm that the proposed algorithm outperforms 

them. The image quality measures yield 

satisfactory results using our algorithm. The 

relative entropies among different cover and 

stego images are almost negligible. Thus, the 

new steganographic algorithm can be suitable 

for transmitting secret medical images through 

communication media. Finally, the quantum 

image steganography algorithm via MBDCM 

will be proposed to increase the current 

algorithm’s security in the future. 
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